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Abstract

Ubiquitous integrated circuit applications help the humanity to rapidly evolve by supporting
electronics systems that are more and more assuming autonomous functions and decisions of
important responsibility for the society. In this context, dealing with security, reliability, and
power issues of integrated circuits is fundamental to ensure the operation of systems within rea-
sonable levels of privacy, safety, and energy consumption. Exploiting body terminals of transis-
tors in CMOS technology-based systems, this work contributes with new techniques dedicated
to: (a) test circuits – just after fabrication – for detecting possible hardware Trojans inserted
to maliciously compromise systems; (b) test circuits on the fly for detecting transient faults
provoked by radiation effects or malicious attacks; and (c) perform body bias adaptation in
systems aiming to optimize speed and power but also compensate threshold voltage alterations
induced by aging, process, voltage, and temperature variations. Moreover, herein, ongoing and
near-future related activities and insights are discussed as potential perspectives of this work.
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Part I

Research activities
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Chapter 1

Introduction

Many types of new-generation electronics systems surround nowadays our lives, providing so-
lutions, utilities, and conveniences we had never experimented before. Biomedical, agricul-
tural, industrial, commercial, service, entertainment, home, automobile, aeronautical, space,
and telecommunication appliances help us to solve quotidian problems related, for instance,
to the health of living beings, transport over short and long distances, satellite TV broadcast,
weather forecast, and communication between computers and people. From a new world of the
Internet of things (IoT) in which billions of communicating devices harvest data from tens of
billions of sensors, dealing with security, reliability, and power issues becomes more and more
important for integrated circuit (IC) applications.

The information technology (IT) sector – as the heart of the IoT with its data centers, com-
munication networks, and end-user devices – was already responsible in 2012 for around 7 % of
the world’s electricity demand [25], including the energy required to manufacture IT infrastruc-
tures and equipments. It is approximately fourfold higher than the total energy consumption of a
Brazil-like country in the same year. The need for reducing power is, therefore, immediate, not
only to have our mobile telephones and battery-powered portable gadgets working for a longer
time without recharging, but also to make our planet greener again by saving natural resources.

Parallelly, in the advent of self-adaptive systems like geolocation satellites, aircraft, drones,
autonomous cars, nuclear power plant robots, in-body-implanted medical devices – which are
all applications of high risk in case of failure – embedded circuits must be sufficiently reliable,
safely operating within a specified range of low-power performance even in harsh environments.
Furthermore, circuits embedded in such critical applications must also be conveniently secure,
hiding confidential data, restricting access to private information, and defending themselves
from intentional attacks that aim to hack into systems for maliciously carrying out illegal actions
or inducing catastrophic situations.

This work is specifically interested to deal with three important issues related to the secu-
rity, reliability, and power of integrated systems in complementary metal–oxide–semiconductor
(CMOS) technologies: (a) hardware Trojans (HT), which are malicious slight layout alterations
or furtive mechanisms [126] included in outsourced IC design, fabrication, or manufacturing
phases by third-party suppliers willing to hack, disturb, or intentionally disable, at run time, the
Trojan-infected circuits; (b) transient faults (TF), as voltage glitches induced by radiation [55]
or malicious sources [5, 15, 39, 56] of perturbation, can provoke bit flips in memory elements –
i.e. soft errors that may lead entire systems to fail, compromising critical applications or even
providing relevant information for cryptanalysis methods that exploit results of fault-injection
attacks over secure circuits; and (c) transistor threshold voltage (Vth) alterations – induced by
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aging, process, voltage, and temperature (PVT) variations as well as by body bias modifications
– are able not only to slow down gates of circuits, violating critical timing constraints, but also
speed up them at the expense of static power consumption increase [37, 128].

Efficiently making integrated systems low-power, reliable, and secure to HT, TF, and Vth
alterations requires the inclusion of dedicated hardware-level techniques, incurring extra costs
in terms of area, power, or speed. For detecting HT, post-fabrication testing schemes [1,2,13,16,
52, 86, 92, 97, 134, 144] have to be implemented for seeking malicious hardware modifications
in the IC under test. For detecting TF, otherwise, run-time testing mechanisms [3,12,29,82,91,
93, 94, 100, 113, 121] need to be embedded in the systems for dynamically monitoring illegal
voltage glitches. And for compensating Vth alterations, adaptive body bias generators [10, 37,
44, 53, 77, 128] are added to intelligently tune Vth of transistors in function of aging and PVT
variations.

Exploiting the body terminals of transistors, this work contributes with new techniques of:
(a) post-fabrication test for detecting HT; (b) run-time test for detecting TF; and (c) body bias
for systems targeting adaptive compensation of Vth alterations but also optimization of speed
and power. Chapter 2 of this work evaluates the effectiveness of state-of-the-art TF-detection
techniques, moreover it proposes a new concurrent error detection scheme. Chapter 3 analyzes
different architectures of bulk built-in current sensors (BBICS) able to monitor body terminals
of transistors for detecting single or multiple TF. A new low-cost and efficient dynamic BBICS
architecture is also presented in chapter 3. Chapter 4, on the other hand, presents a novel post-
fabrication testing method for the detection of HT by using BBICS, which also operate to detect
TF at run time. Chapter 5 studies a mechanism that is fundamental for applying adaptive body
bias strategies: the voltage level shifter. In addition, it introduces a new level shifter architecture
for dynamically biasing low-voltage subcircuits of fine-grained systems. Finally, chapter 6
analyzes the suitability of asynchronous circuits, which deal with data without using a clock,
for receiving adaptive body bias schemes, properly operating with low voltages, and controlling
themselves their static power consumption and speed. Chapter 7 concludes this work discussing
the most important contributions and results, and ongoing and near-future perspectives.

4 Rodrigo POSSAMAI BASTOS



Chapter 2

Effectiveness of error detection techniques
in identifying transient faults
With the downscale of integrated systems, increasing their robustness against environment- or
human-induced perturbations motivates considerable design challenges. Aging effects, alpha
particles released by radioactive impurities, and more importantly, neutrons from cosmic rays
are examples of environmental events [55]. In addition, fault injections to the end of retriev-
ing secret data from security applications or disabling embedded secure protocols are human-
produced attacks, which try to obtain fundamental information for cryptanalysis methods [56]
or to activate hardware Trojans maliciously inserted in systems [126].

Radiation exposure and environmental variations are able to induce parasitic transient cur-
rents that may lead integrated circuits to critical failures. Similar electrical effects are also
caused by optical sources like flashlights or laser beams [39], which allow, moreover, finely
controlling the injected current thanks to the high spatial and temporal resolutions of laser
shots [5]. The induced transient faults (TFs) – i.e. temporarily voltage level modifications –
are active only for a short duration of time, their occurrence are not predictable, and they may
provoke soft errors (SEs) in stored results of system operations. TFs need thus to be detected at
run time.

Error detection during circuit normal operation is typically called concurrent error detection
(CED) [81]. Several CED techniques have been proposed [3,12,29,34,91,93,100,113,115,121]
with the intent to design more reliable computing systems. These techniques mainly differ in
their detection capabilities and in the constraints they impose on the system design. This chap-
ter presents a simulation-based method to evaluate and compare different detection techniques
regarding their effectivenesses in detecting TFs arisen in combinational logic blocks and result-
ing in SEs. The method proposes 32 different scenarios of TF injection. Results of all detection
techniques studied here are summarized in a table that provides a direct insight of the effec-
tiveness of each technique. Furthermore, in this chapter, another CED technique is introduced
and compared among the other techniques. It uses an effective Transition Detector (TD) and a
controllable adaptive detection window (DW). As a result, the introduced technique offers in-
creased SE detection capability but also allows the detection of Delay Errors (DEs). The works
of this chapter are the prospects of my postdoctoral activities started at 2010, and within the the-
sis context of my Ph.D. student Raphael Viera, it was presented in the international conference
ESREF 2017 and published in the international journal Microelectronics Reliability 2017.

Section 2.1 of this chapter describes the main CED techniques in the literature and section
2.2 details our improved CED technique. In the following, section 2.3, 2.4, and 2.5 present our
method for evaluating the effectiveness of CED techniques, simulation results, and comparative
analysis.
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2.1 Techniques for Concurrent Error Detection (CED)
State-of-the-art CED techniques are classified in this section into four categories: spatial re-
dundancy, temporal redundancy, Transition Detector (TD)-based schemes, and Built-In Current
Sensors (BICSs). We could still mention a fifth category – information redundancy – in which
its structure is similar to a spatial redundancy; however, instead of a copy block, a code pre-
diction block and a coder are added [109]. Furthermore, we highlight the well-known acronym
CED is indeed a misuse of language as there exist concurrent detection schemes able to detect
transient faults (TFs) not necessarily producing errors. The detection of TFs that are masked –
not resulting in hard or soft errors (SEs) – is also of importance for secure applications. All these
approaches are implementable at different abstraction levels of a design, this work is interested
in techniques at hardware level.

2.1.1 Spatial redundancy

• Duplication With Comparison (DWC) technique [115] – illustrated in Fig. 2.1a – is
conceptually the simplest CED scheme. Based on the principle of spatial redundancy,
the outputs D<1> and D<1>copy (duplication of the circuit’s logic) are connected to two
D-type Flip-Flops (DFFs), which have their outputs compared, generating an error signal
in case of difference.

2.1.2 Temporal redundancy

• Time Redundancy (TR) technique [93] (Fig. 2.1b) repeats the same computation with
the same hardware at different time instants. The output of the two DFFs are compared,
and if the outputs are divergent, the error signal is raised.

2.1.3 Transition Detector (TD)-based schemes

• RAZOR-II [29] is a TD-based technique dedicated to detect Delay Errors (DEs) but also
the advent of SEs. A simplified circuit diagram of this scheme is shown in Fig. 2.1c.
The design assumption is that the latch output Q<1> is allowed to shortly switch only
after a rising edge of the clock CLK. The latch output Q<1> is connected to a TD block
that is thus able to detect TFs. To avoid false error signaling, a detection clock generator
disables the TD block for at least the duration of the CLK-toQ<1> delay after a rising
edge of CLK.

• Transition Detector With Time Borrowing (TDTB) technique [12] is similar to Razor-
II. It consists in the coupling of a latch and a TD as illustrated in Fig. 2.1d. The transition
detector raises the error signal for any input transitions during the low state of the clock
(CLK), thus requiring the signal D<1> to be stable before the low period of the clock.

• Double Sampling With Time-Borrowing (DSTB) technique [12] presented in Fig. 2.1e
is like TDTB scheme although a shadow flip-flop replaces the TD block. DSTB double
samples signal D<1> and compares the latch and shadow flip-flop outputs to generate the
error signal. Furthermore, DSTB retains the time-borrowing feature of TDTB to eliminate
data-path metastability.
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• Transient Fault Monitoring Scheme (TFMS) proposed in [113] detects TFs affecting
the DFF input such as signal D<1>. As shown in Fig. 2.1f, this scheme includes a
Transition Detector, which generates a high signal when there is a TF inside the Detection
Window (signal "DW"). The Sticky Block is used to validate TFs occurring only inside the
DW and to merge the error signal since the TD produces two pulses.

2.1.4 Built-In Current Sensors (BICSs)
• Single Bulk Built-In Current Sensor (SBBICS) [108] [34] is an optimized version of

the original bulk BBICS [91] designed to monitor radiation- or laser-induced transient
currents passing through the bulk of transistors. The SBBICS architecture allows moni-
toring simultaneously the pull-up and pull-down of CMOS networks [108] [34] as shown
in Fig. 2.1g. Chapter 3 further details how BICS architectures detect TFs.

• Dynamic Bulk Built-In Current Sensor (DBBICS) [121] operates similarly to SBBICS,
although it features a dynamic memory cell. The TF occurrence information is stored in
the gate-source capacitance of a storage transistor. Two DBBICS architectures are ab-
stracted in Fig. 2.1h to individually monitor the pull-up and pull-down CMOS networks.
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Fig. 2.1: CED techniques: (a) DWC [115]; (b) TR [93]; (c) Razor-II [29]; (d) TDTB [12]; (e)
DSTB [12]; (f) TFMS [113]; (g) SBBICS [34]; (h) DBBICS [121]; and (i) the CED technique
proposed in section 2.2: Latch Based Transient-Fault Detection (LBTFD).

2.2 Proposed CED technique
The technique presented in this section is proposed to improve the effectiveness of TD-based
schemes in detecting transient faults. The operation mode is similar to schemes [113] and [100].
However the devised 1-bit TD circuit is formed by a latch instead of the delay block suggested
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in [113] and [100], as shown in Fig. 2.1i. In addition, unlike previous works [113] and [100],
our proposition combines the error signals of each 1-bit TD circuit (Err_1 to Err_N ) with the
help of a single dynamic OR gate (Fig. 2.2), and not using parity trees (i.e. xor trees) that may
electrically filters TF and prevent the possibility of detecting them. The proposed TD circuit
and dynamic OR gate are particularly activated during a Detection Window (DW) in which the
monitored combinational circuit’s output D<1> (i.e. D-type Flip-Flop (DFF) input) is prone to
present TF-induced illegal transitions. Therefore, any abnormal transition at D<1> within DW
would be detected. We denote our technique herein as Latch Based Transient-Fault Detection
(LBTFD). The scheme in Fig. 2.3 is used to specify the signal called DW .

One of the advantages in using a latch as a TD is that only one pulse is generated by the
error signal output. In the case of a TD, as the one used in [113], the transition detection
block produces two pulses, therefore, needing to recur to an additional block to merge the two
generated pulses. A second advantage is the ability to detect TFs during the hold time (thus
TFs inducing SE). An additional increase in δ2 will enable the detection to further cover SEs
and DEs. Furthermore, the use of a latch in a TD will guarantee the detection of TFs in recent
technologies as TDs using inverters connected to a XOR gate [12] need an increased delay in
order to be triggered, thus, having more static power consumption and higher area overhead.

ErrorReset
Err_1 Err_2 Err_N...DW

M1

M2 M3

M4

Fig. 2.2: Dynamic OR gate for combining error signals from TD circuits.

CLK
DW𝛿1

𝛿2

Fig. 2.3: Generator of the Detection Window (DW) signal.

2.2.1 Defining the Detection Window (DW)
In order to choose a proper configuration for DW, Fig. 2.4a refers to a data-path with a clock
period denominated clk_per. Labels tsetup and thold define the DFF setup and hold times re-
spectively. The setup time is the minimum amount of time before the clock edge during which
the signal D<1> must be valid, whereas the hold time is the minimum amount of time after the
clock edge during which the signal D<1> must be valid for a correct operation of the DFF. δDW

is the time overhead due to the DW. According to the width of TFs (TFW ), the width of the DW
(DWwidth) can be designed in a way in which only faults resulting in SEs are detected:

DWwidth = (tsetup + thold) (2.1)

or, in which TFs resulting or not resulting in SEs are detected:

DWwidth = (tsetup + thold) + δDW . (2.2)

Note that, the greater the δDW (lower δ1 in Fig. 2.3), the earlier the signal D<1> must be
steady. Indeed it must reach its final steady state before (tsetup+ δDW ). For a DW configuration
as the one in Fig. 2.4a the maximum operating clock frequency of the circuit is penalized,
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however, δ2 allows a shift in DW meanwhile maintaining its same width as can be seen in Fig.
2.4b, thus allowing an increased operation frequency of the circuit. In fact there are many ways
to design DW to coper with timing specifications. The main advantage in having δDW 6= ∅ is
the possibility to assure the detection of transient faults with TFW ≤ (tsetup + thold + δDW ) that
will cause a SE.

tholdtsetup

𝛿DW

clk_per

CLK

DW

D

(a)

tholdtsetup

𝛿DW

clk_per

CLK

DW

D

(b)

Fig. 2.4: Detection Window (DW) configuration: (a) δ1 6= 0 and δ2 = 0 (b) δ1 6= 0 and δ2 6= 0.

2.2.2 Verification by electrical simulation
The operation mode of the proposed technique has been verified by electrical simulation to
detect the advent of a single induced transient fault arriving at node D<1> as presented in Fig.
2.5. The simulation has been performed in the FD-SOI 28 nm technology with VDD = 1 V. The
injected transient current magnitude was a value from which the associated transient voltage
amplitude (created at node D<1>) is equivalent to 100% of VDD, i.e. 1 V. The transient fault
width was set to be around 150 ps, with rise time (tr) shorter than the fall time (tf) to keep the
traditional shape of transient faults [137] [80] [17] [32] [36]. The transient current has been
injected from a NMOS sensitive drain D<1> to its p-well bulk, i.e. the current has been applied
when D<1> was steady at 1 V. It could be clearly noted that any variation inside the DW is
sufficient to trigger the error signal independently of its polarity (rising or falling). Therefore,
any fault occurring in the NMOS or PMOS sensitive drains within the DW is detectable.
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Fig. 2.5: Electrical simulation of the proposed technique detecting a single TF (width of around
150 ps) injected on node D<1>.
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2.3 Method for evaluation of CED techniques

The method proposed in this section evaluates the effectiveness of CED techniques in detecting
single TFs by taking advantage of four facts:

(1) The harmful consequence of TFs induced in a target combinational circuit under protec-
tion of a CED circuitry is the generation of a SE in one or several DFFs;

(2) TFs induced inside of a target combinational circuit – at the worst case – propagate up
to an input D<1>

1 of one or several DFFs flipping their bits (SEs);
(3) TFs partially or fully propagated up to D<1> produce a profile of TF on D<1> that is

perfectly representable by profiles of single TFs injected directly on D<1>; and
(4) TFs induced inside of a target combinational circuit and fully mitigated by a logical or

electrical masking effect [55] make no effect on D<1>. These TFs are indeed attenuated by the
target combinational circuit, and not by the CED technique protecting it.

With these four TF-related facts in mind, the evaluation of the CED technique effectiveness
can be simplified by injecting TFs only on D<1>. Furthermore, as the goal is evaluating the
degree to which a CED technique is successful in detecting TFs – and not the ability of the
target combinational circuit in logically or electrically masking TFs – the logic function of the
target combinational circuit is not relevant. Latching-window masking effects, otherwise, have
to be considered because the sampling window of DFFs is directly related to the design of most
CED techniques included into systems synchronized by a clock.

The proposed simulation-based method applies, therefore, only on D<1> a double exponen-
tial current source with parameters configurable according to the classical single TF model for
CMOS circuits [137] [80]. Diversified profiles of single TFs are thus injected on D<1> at dif-
ferent instants, and the results of the TF-injection campaigns are synthesized through evaluation
metrics.

2.3.1 Profiles of injected TFs

Campaigns of single current injections reproduce 32 scenarios having different profiles of TFs:
transient faults with different widths, current amplitudes, and polarities (sensitive drain). The
rise times of the injected double exponential current sources have been set on the order of 5 ps
to keep the typical shapes of TFs: short rise time and longer fall time [32] [36]. Additionally,
the slack time left by the target combinational circuit is changed to verify how a CED technique
behaves when data on D<1> stabilizes during high and low levels of the clock. By scenario, a
total of one thousand TFs, for instance, are injected across a clock period of 1 ns, resulting in a
simulation step of 1 ps.

The 32 scenarios are summarized in Table 2.1. By considering a simulation start time of
0 ns, the TF start column represents the instant at which the first transient fault begins to be
injected on node D<1>. Note that the combination of each column in the table comprises a
different scenario, resulting in a total of 32 scenarios, for instance, the eight scenarios in the
first row (1, 2, 9, 10, 17, 18, 25 and 26) have the following possible configurations: TF width
of 10 ps, TF start at 0.2 ns or 0.58 ns, sensitive drain of PMOS or NMOS and TF amplitude of
60%VDD or 100%VDD.

1D<1> represents 1 bit of N bits, e.g., a system of 32 bits would require the inclusion of 32 CED circuitries.
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Table 2.1: Profiles of injected TFs

Scenario
TF TF TF

width start Sensitive amplitude
(ps) (ns) Drain (% VDD)

1, 9, 17, 25
10

0.20 PMOS 60
2, 10, 18, 26
3, 11, 19, 27

50
4, 12, 20, 28
5, 13, 21, 29

200
0.58 NMOS 100

6, 14, 22, 30
7, 15, 23, 31

450
8, 16, 24, 32

2.3.2 Analysis of injected TF effects

The injection of single TFs on D<1> is able to induce four effects :
(1) TFs that completely overlap the sampling window always produce a SE in the DFF [84];
(2) TFs that rise and fall inside the sampling window are either masked or they cause a DE

or a SE;
(3) TFs that partially overlap with the sampling window provoke a CLK→Q time variation,

i.e. a DE;
(4) TFs that do not overlap with the sampling window are always masked [84].
In order to evaluate the proposed scenarios in function of the time and their consequences,

Fig. 2.6 defines three color bars that represent the instants at which a single TF starts to be
injected:

(1) Green color bar: Masked Fault (MF): the injected single TF do not perturb the output Q
of the monitored DFF, i.e. no SE is induced;

(2) Blue color bar: Delay Error (DE): the injected single TF increases the CLK→Q delay of
the DFF more than 10% in relation to the typical CLK→Q delay under no TF effects;

(3) Red color bar: Soft Error (SE): the injected single TF provokes a SE.

Masked Faults Soft ErrorDelay Error

Fig. 2.6: Definition of color bars for MFs (green), DEs (blue) and SEs (red).

Figure 2.7 shows, for each scenario the clock signal CLK, the monitored data signal D<1>

and the color bars representing the behavior of eight scenarios regarding the TF profile. Note
that, due to the different slack values provided, the TF for each scenario had its beginning at a
specific time, e.g., for scenario 1, the TF begins at 0.2 ns, the same instant in which the signal
D<1> reaches its high voltage level (1 V), however, for scenario 2, the TF begins at 0.58 ns
since, due to the different slack, signal D<1> has its high voltage level at this time. For the
others scenarios, the same principle applies, i.e., for each scenario there is a difference in the
slack time provided, in the TF polarity, in the width, or in the amplitude of the TF. It can be
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noted that the number of SEs caused in each scenario is highly dependent on the width of the
injected transient fault.
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Fig. 2.7: Fault injection scenarios and color bars for MFs, DEs, and SEs.

2.3.3 Evaluation metrics
Figures of merit are defined herein to better compare and to quantify effectiveness of the CED
techniques. For a total, for instance, of 1000 single TFs of a scenario, the first metric below
measures how many times the CED technique is able to detect the injected single TF:

TF DetectionRatio =
#TFdetected

#TFinjected

. (2.3)

The second and third metrics measure the CED technique effectiveness in detecting injected
single TFs that induce, respectively, SEs and DEs:

SE DetectionRatio =
#SEdetected

#SEinduced

. (2.4)

DE DetectionRatio =
#DEdetected

#DEinduced

. (2.5)

The fourth metric measures how many times the CED technique is able to detect a injected
single TF that induces a SE or a DE:

SE +DE DetectionRatio =
(#SE +#DE)detected
(#SE +#DE)induced

. (2.6)

Finally, global metrics are defined by taking into account all the 32 scenarios described in
previous subsections, and not only a specific scenario as the evaluation metrics 2.3, 2.4, 2.5, and
2.6 consider. These global metrics are formalized as the arithmetic means of the results over 32
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scenarios, or if S is the total number of scenarios and X DetectionRatio is one of the evaluation
metrics 2.3, 2.4, 2.5, and 2.6, we have:

X DetectionRatioGlobal =

(∑S
i=1X DetectionRatio[i]

)

S
(2.7)

2.4 Simulation results and comparative analysis

Simulation results and comparative analysis of the CED techniques described in previous sec-
tions are provided herein by using the proposed evaluation method detailed in section 2.3.

2.4.1 Description of simulation experiments

In order to simulate the effects of single TFs on a complex system, the critical path of an ARM7
processor – designed in a commercial CMOS FD-SOI 28-nm technology – has been extracted
as this is potentially the critical part of the system. Fig. 2.8 summarizes the extracted data path
represented by the ARM7 Critical Path block connected to the input D<1> of a DFF.

Two current sources are shown in Fig. 2.8 because depending on the input Di<1> of the
ARM7 Critical Path block, the injected transient current will follow a path from the NMOS
sensitive drain to its p-well bulk or from the PMOS sensitive drain to its n-well bulk.

DFF

CLK

ARM7
Critical 

Path

n-well

p-well

D<1> Q<1>Di<1>

Fig. 2.8: Simulated circuit: a critical path of an ARM7 processor in a commercial CMOS FD-
SOI 28-nm technology.

2.4.2 Comparative analysis for scenario 5

Comparative results are analyzed in this subsection for scenario 5 of the method described in
section 2.3, i.e. TFs on NMOS with 200 ps of width and amplitude of VDD, cf. Table 2.1. Fig.
2.9 shows the instants at which a TF with such a profile starts to be formed and a CED technique
is able to detect it (orange) or not (light gray). The rising edge of the clock happens at 1.2 ns.
The orange color means, therefore, the error signal of the CED scheme raised, and the light gray
color means the opposite. Each row of Fig. 2.9 is composed of 1000 simulated points, meaning
that 1000 simulations were performed for each scenario and for each CED technique. Taking
as example the results of the DWC scheme in Fig. 2.9, the DWC’s error signal is raised only
when a TF reaches the monitored memory element causing a SE. Consequently, the orange
part matches with the red one. For the proposed scheme (LBTFD), note in Fig. 2.9 that the
error signal is raised when there are transitions within the detection window, which has been
calibrated to accommodate TFs with width up to 450 ps. Therefore, the LBTFD’s error signal
is also raised at instants when there is no occurrence of soft error.

Univ. Grenoble Alpes, Grenoble INP, CNRS, TIMA Laboratory 13



400 600 800 1000 1200

Scenario 5

Time (ps)

DWC

TR

TFMS

RAZORII

DSTB

TDTB

SBBICS

DBBICS

LBTFD

C
E

D
 T

ec
hn

iq
ue

s

Clock

Fig. 2.9: Detection results regarding scenario 5.

2.4.3 Global comparative analysis

Simulation results for each CED technique regarding its effectiveness in detecting single TFs
as well as its total power consumption are provided in Table 2.2. For a global comparative
analysis, Table 2.2 present results that take into account all the 32 scenarios, i.e. the global
metrics detailed in subsection 2.3.3. If a CED technique, for instance, works better in scenario
1 than scenario 3, Table 2.2 is not suitable to analysis it. However, as the aim of this work is
also to provide an insight of the global effectiveness of a CED technique in different scenarios
of TFs, Table 2.2 is a great asset to it.

Note in Table 2.2 the results of the TFMS technique, it shows that 87.39% of SEs and
44.97% of DEs were detected, meanwhile the proposed technique LBTFD – aiming mainly the

Table 2.2: Total power and effectivenness of the CED techniques under analysis

CED Power TFdetected

TFinjected

SEdetected

SEinduced

DEdetected

DEinduced

(SE+DE)detected

(SE+DE)inducedTechnique (µW)

DWC [115] > 100 % 16.69 % 100.00 % 0.34 % 28.87 %
TR [93] 3.86 /bit 23.64 % 74.47 % 16.04 % 33.16 %

SBBICS [34] 6.56 100.00 % 100.00 % 100.00 % 100.00 %
DBBICS [121] 5.65 94.23 % 100.00 % 94.75 % 96.38 %
RAZORII [29] 199.21 /bit 43.70 % 72.53 % 37.82 % 47.95 %

TDTB [12] 3.32 /bit 77.98 % 95.54 % 75.32 % 81.49 %
DSTB [12] 3.26 /bit 47.02 % 83.70 % 45.25 % 56.94 %

TFMS [113] 3.02 /bit 50.50 % 87.39 % 44.97 % 57.92 %
LBTFD [this] 2.64 /bit 57.17 % 100.00 % 100.00 % 100.00 %
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detection of SEs – was able to detect 100% of the injected TFs that result in SEs. Otherwise,
if the TF width is longer than the designed DW, a few SEs will pass undetectable by LBTFD.
Results are interesting if compared to the other CED techniques. Moreover, the design of the
proposed LBTFD is easier than BBICS-based techniques because only standard cells can be
used, implicating directly in less time to conceive the circuit. Although SBBICS was able to
detect 100% of the injected TFs, it is not a known standard cell and requires to partition the
substrate into islands with separated n-well and p-well regions.

2.5 Conclusions
A technique capable to detect TFs has been presented and analyzed in this chapter. Furthermore,
a simulation-based method for classifying and evaluating CED techniques has been defined. For
the target scenarios of the method, the proposed CED technique is able to detect all the TFs that
result in SEs or DEs in the DFF. The evaluation method takes into account only single TFs that
survive the attenuation of logical or electrical masking effects in order to compare exclusively
the effectiveness of the different CED techniques – and not the ability of target combinational
circuits in masking TFs. This evaluation strategy allows, therefore, to quickly analyze a CED
technique independently of the logic complexity of the system. Results in Table 2.2 enable
designers to choose the CED technique (or techniques) that suit best for their purposes.
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Chapter 3

Architectures of body built-in current
sensors for detection of transient faults

Among the many design strategies for detection of transient faults caused by radiation or opti-
cal sources, Bulk or herein Body Built-In Current Sensors (BBICS) [89] [91] offer a promis-
ing solution that is perfectly suitable for system design flows based on CMOS standard cells
of commercial libraries [42]. BBICS combine the high detection efficiency of costly fault-
tolerance schemes (e.g. duplication with comparison) with the low area and power overheads of
less efficient mitigation techniques such as time redundancy approaches [68]. BBICS approach
was experimentally validated in bulk CMOS 28-nm and 90-nm chips under the effects of laser
sources [11, 19, 133, 146], and designed, moreover, with transistors of carbon nanotubes [111].

In the last 10 years, several BBICS architectures composed of static memories have been
proposed [33,34,90,104,106–108,118,119,138,139,145]. In [104], we have compared them in
terms of their sensitivities in detecting transient faults. More recently, with the aim of reducing
area and power overheads, Simionovski and Wirth devised a new class of BBICS constituted
of dynamic memories [120–122]. Unlike previous works and our comparison study in [104],
herein we discuss and compare both, static and dynamic, state-of-the-art BBICS architectures,
analyzing their area offsets and detection sensitivities in typical and corner conditions. Further-
more, we introduce a new dynamic BBICS architecture with improved detection sensitivity and
lower area penalty than its predecessors. The works of this chapter are the perspectives and the
sequence of my postdoctoral research activities started at 2011, and within the thesis context
of my Ph.D. student Leonel Guimarães, it was published in the international Microelectronics
Journal 2017.

Section 3.1 of this chapter classifies and describes the different state-of-the-art BBICS archi-
tectures and their basic principles. Section 3.2 presents our new dynamic BBICS architecture,
and section 3.3 defines what we call as the sensitivity of a sensor or a memory element in de-
tecting single transient faults. Finally, section 3.4 provides comparative results and analysis of
BBICS architectures, and section 3.5 concludes this work highlighting the main BBICS features
and perspectives.

3.1 State-of-the-art architectures of built-in current sensors
Built-in current sensors (BICS) were initially proposed as a mechanism for detecting high in-
creases in the current IDDQ consumed by a CMOS circuit during its quiescent state (i.e. when the
circuit is not switching). This type of mechanism enables the testing of CMOS circuits against
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permanent faults [4]. Further, BICS were also adapted for detecting transient faults – anomalous
transient currents produced on the circuit by external perturbation sources [137] [80] [17] [120]
(Fig. 3.1). Firstly, BICS schemes for identifying transient faults in memory cells (bit flips)
were devised [38, 69, 88, 130]. More recently, efforts were made for monitoring transient cur-
rents in combinational logic too [87]. All these techniques connect BICS circuits between the
sources of the monitored transistors and the power rails (VDD or GND), targeting on distin-
guishing anomalous currents from normal currents. Nevertheless, in today’s technologies the
amplitude of transient currents induced by radiation effects or fault attacks have the same order
of magnitude than currents (source to drain or drain to source) normally generated by switching
activities of logic circuits. Hence, schemes monitoring transistor sources are very limited for
detecting just a restricted range of transient faults.

For overcoming this BICS problem, Neto et al. proposed in [89] [91] the first architectures
of bulk built-in current sensors (BBICS). The major innovation of the BBICS is the connection
of sensors between the bulks (i.e., body-ties of the target monitored transistors) and the power
rails, rather than applying between the transistor sources and the power rails. Thanks to such a
difference, BBICS are able to efficiently detect a wider range of transient faults than the classic
BICS.

BBICS-based strategy for the protection of a system is illustrated in Fig. 3.2. A pair of sen-
sors is integrated to monitor pull-up and pull-down CMOS networks of the system blocks, here-
inafter respectively PMOS-BBICS and NMOS-BBICS. Melo et al. have analyzed in [79] [78]
the robustness of BBICS architectures to substrate noise. Wirth in [139] [138] has studied and
verified the device-level operation of a BBICS by using TCAD (technology computer-aided de-
sign) simulations. In case of an anomalous current such as IFaultN or IFaultP, for instance, it will
flow through the junction between the bulk and a reversely biased drain of the disturbed transis-
tor (MOSFET "off"), and the sensors will be able to detect it by considering two phenomena:
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Fig. 3.1: Typical double-exponential profile of a transient fault, which is defined as a transient
current generated on the circuit by a external perturbation such as radiation sources or laser
beams.
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Fig. 3.2: Basic illustrations of BBICS monitoring two system blocks. IFaultP and IFaultN are current
sources acting as external perturbations that produce abnormal current effects on the circuit
defined as transient faults.

1. In fault-free scenarios (i.e., IFaultP = 0 and IFaultN = 0), the bulk-to-drain (or drain-to-bulk)
current is negligible even if the MOSFET is switching due to a new input stimuli;

2. During transient-fault scenarios, IFaultP or IFaultN is much higher than the leakage current
flowing through the junction.

The sensitivity of a sensor to identify transient faults declines by increasing the number of
transistors under monitoring. Hence, target systems have to be split into several blocks that
contain a certain number of transistors monitorable by a sensor with sufficient sensitivity in
detecting a desired range of transient faults. Fig. 3.2 shows an exemplary system (chains of
inverters) divided into two blocks monitored by two pairs of BBICS.

The range of detectable transient faults is adjustable by calibrating the size of some specific
transistors of the sensors. Furthermore, BBICS are designed to latch a flag that indicates the
detection of the abnormal currents within a defined range representing a risk of consequent soft
errors (i.e., bit flips of memory elements).

In according with the latch structure responsible for storing the flag of fault indication, we
classify BBICS architectures into static and dynamic. Static BBICS, which contain a static
memory cell, are able to monitor transient faults independently of any periodic signal. In con-
trast, dynamic BBICS feature a dynamic memory, which requires by nature a periodic refresh
signal to eliminate harmful leakage effects on its voltage output. In the following subsections,
we summarize the state-of-the-art BBICS architectures in four types of static sensors and one
type of dynamic sensor.
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3.1.1 Single BBICS architectures

The sensor architecture illustrated in Fig. 3.3 is the simplest static BBICS in the literature. It
counts only 9 transistors, 4 of which constitute two cross-coupled inverters, i.e., a latch used to
register a flag in case of transient faults. This architecture presented in [104] combines concepts
proposed in different works [139] [138] [90] [107] [108].

The principle of using a single BBICS circuit to check at the same time both pull-up and
pull-down CMOS networks was suggested for the first time in [107] [108] with the aim of
saving area. PMOS and NMOS bulk nodes of a single sensor like that in Fig. 3.3 are connected
to the monitored body-ties (i.e., bulks of PMOS and NMOS transistors under monitoring) with
the help of metal lines. The high ohmic transistors 5 and 7 (with large channel lengths) ensure
appropriate voltage bias to the bulks during fault-free scenarios as well as prevent the complete
attenuation of the anomalous transient currents in fault contexts. On the contrary, the low-
threshold voltage transistors 8 and 6 (with large diffusion widths) are sensing transistors ready
to quickly switch in case of transient faults, inverting the latch logic by consequence. This
transistor sizing strategy stated in [139] [138] [90] improves the detection sensitivity of the
sensor and makes the leakage power overhead negligible.

In order to enhance even more the sensor sensitivity in detecting transient faults, Dutertre
et al. [33] [34] propose replacing standard transistors 5 and 7 by high-threshold voltage tran-
sistors (HVT), and transistors 6 and 8 by low-threshold voltage transistors (LVT). Dutertre et
al. also highlighted in [34] the importance of using triple-well CMOS technology in networks
of NMOS transistors monitored by BBICS. This strategy, which embeds NMOS transistors
into P-type wells isolated from P-substrate by N-type well implants, increases the robustness
of monitored circuits and considerably improves the sensitivity of the sensor in detecting tran-
sient faults in pull-down CMOS networks. As the classic N-type wells in PMOS transistors
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Fig. 3.3: Single BBICS architecture [104]. Wmin represents the minimum diffusion width of
the transistors, Lmin is the minimum channel length, and Xn and Xp are design factors used for
calibrating the sensitivity of the sensor in detecting transient faults.
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of pull-up networks, the P-type wells play in monitored NMOS transistors a role of isolation
from P-substrate that efficiently helps BBICS in identifying transient faults in pull-down CMOS
networks. LVT and HVT transistors as well as the triple-well feature are provided by most of
modern commercial technologies.

Champeix et al. [19] and Borrel et al. [11] have tested a single BBICS architecture in a
bulk CMOS 90-nm chip. Moreover, they have performed fault injection campaigns with a laser
facility for validating the approach.

3.1.2 BBICS architectures of Neto et al.
Authors of the first versions of BBICS [89] [91] present in [90] an enhanced architecture formed
by a pair of sensors: PMOS-BBICS and NMOS-BBICS. Fig. 3.4 details only the NMOS-
BBICS circuit for the sake of simplicity. The illustration omits the PMOS-BBICS and the
trimming transistors, which work to compensate process variability in transistors 5 and 7.

The sensor shown in Fig. 3.4 also consists of two cross-coupled inverters that create a latch
for fault register. Furthermore, it has additional transistors 9, 10, and 11 acting to increase the
sensitivity of the sensor in detecting transient faults. On the contrary, we evidenced in [106]
that the leakage power consumption is considerably grown by including these three transistors
and using transistors 2 and 5 between NMOS_Bulk and gnd. As a compensation, a sleep-mode
feature dedicated for BBICS is proposed in [106] to reduce the power consumption when the
system is left on standby.
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Fig. 3.4: State-of-the-art NMOS-BBICS architecture of Neto et al. [90]. Wmin, Lmin, Xn, and Xp

are defined in captions of Fig. 3.3.

3.1.3 BBICS architectures of Zhang et al.
Zhang et al. [145] propose architectural improvements to BBICS of Neto et al. [90] with the
intention of eliminating the leakage penalty. The architecture is also formed by a pair of PMOS-
BBICS and NMOS-BBICS. Fig. 3.5 shows the PMOS-BBICS devised by Zhang et al. It is
operationally similar to its predecessors, excepting by the presence of PMOS transistor 8. The
sensor transistors 6 and 7, which make the leakage overhead negligible, were preliminarily
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studied and suggested by Wirth [139] [138]. The circuit of the NMOS-BBICS of Zhang et al.
is complementary to that illustrated in Fig. 3.5 for the PMOS-BBICS.

The architecture of Zhang et al. [145] has been improved in work [22] with the inclusion
of CMOS amplifiers. The function of sensing the transient faults on the bulks is attributed to
high-gain CMOS amplifiers, such as the previous works [4, 38, 69, 87, 88, 130] have proposed
for monitoring and identifying faults on power rails. Even though an amplifier-based solution
seems to be promising in terms of sensitivity in detecting transient faults, the sensor [22] built in
a bulk 28-nm chip was experimentally reported in [133] as sensitive to voltage and temperature
variations.

Zhang et al. [146] also reported practical results of Fig. 3.5 sensor embedded on bulk CMOS
90-nm chip. The sensor was tested under the effects of laser-based injection sources.
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Fig. 3.5: State-of-the-art PMOS-BBICS architecture of Zhang et al. [145]. Wmin, Lmin, Xn, and
Xp are defined in captions of Fig. 3.3.

3.1.4 Modular BBICS architectures

We have presented in [118] [119] an efficient modular technique for reducing the area overhead
introduced by BBICS architectures. The idea is to split the sensor into modules named as tails
and heads. Fig. 3.6a details this technique applied on a BBICS architecture proposed in [104].
The sensor could be otherwise designed for monitoring the occurrence of transient faults in
10 pull-up and 10 pull-down CMOS networks, for instance; then the architecture will have 10
NMOS heads, 10 PMOS heads, and a single tail circuit shared by them, see Fig. 3.6b. This
modular feature is also able to provide process and temperature robustness to the sensors thanks
to the use of the several modules spread on the circuit under monitoring [118] [119].

In addition to take benefit from the modular technique, the circuits of Fig. 3.6a architecture
[104] have been devised with attributes (operated by transistors 4 and 3) that facilitate the logic
inversion of the latch (transistors 12, 13, 14, and 15). Consequently, it considerably improves the
sensitivity of the sensor in detecting transient faults. Negligible power penalty is also reported
due to the configurations of transistors 5 and 51 as well as 7 and 71, which ensure respectively
the bias GND to the P-type wells and VDD to the N-type wells.
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Fig. 3.6: BBICS architecture [104] (a) using modular technique [118] (b). Wmin, Lmin, Xn, and
Xp are defined in caption of Fig. 3.3.

3.1.5 Dynamic BBICS architectures of Simionovski and Wirth

Simionovski and Wirth introduce in [120] the class of the dynamic BBICS architectures. Instead
of the conventional latch of the previous static architectures, dynamic memory cells are used for
smoothing the switching capacity of the memory node responsible for the fault register. With no
feedback circuit wired to the memory node, the sensitivity of the sensor in detecting transient
faults is increased and the transistor count of the sensor is reduced. Fig. 3.7 depicts the dynamic
circuits featuring the detection of transient faults in pull-up and pull-down CMOS networks.

As any dynamic CMOS circuit, this first version of the dynamic BBICS [120] operates with
the help of a reset signal. It periodically refreshes the sensor memory node that is not wired by
a feedback circuit. The periodic reset is mandatory to remove accumulative leakage effects on
the sensor output, and preventing consequent false indications of fault. Results in [120] show
a dynamic BBICS designed on bulk CMOS 130-nm technology is able to properly function
by using a short reset pulse with a period of 50 ns. It leaves, therefore, appropriate time for
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digital systems deal with the fault indication provided by the sensor in case of transient faults.
Simionovski and Wirth [121] have experimentally tested a bulk CMOS 130-nm chip with the
sensor presented in Fig. 3.7.

The leakage current effects on the dynamic BBICS have been also studied in [122], and a
solution for eliminating the periodic reset signal was presented. The strategy proposes to bias
the reset transistors of the sensor for operating in the weak inversion region. Accordingly, a
steady very low voltage offset is permanently applied on the place of the periodic reset voltage,
ensuring, in fault-free scenarios, a stable operation of the dynamic memory nodes. This impor-
tant BBICS feature [122] baptized of self reset copes with the former insensitivity of dynamic
sensors in detecting transient faults during the short but periodic phases of reset.
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Fig. 3.7: State-of-the-art dynamic BBICS architectures (a) and (b) of Simionovski and Wirth
[120] for monitoring transient faults, respectively, in pull-up and pull-down CMOS networks.
Wmin, Lmin, Xn, and Xp are defined in captions of Fig. 3.3.

3.2 New dynamic BBICS architecture
A new dynamic BBICS architecture is presented in Fig. 3.8. The innovations of the proposed
BBICS considerably increment the sensor sensitivity in detecting transient faults at expense of
negligible power overhead and with lower transistor count than previous architectures.
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Fig. 3.8: New dynamic BBICS architectures (a) and (b) proposed in this chapter for detect-
ing transient faults in pull-up and pull-down CMOS networks. The bulks of the PMOS and
NMOS transistors under monitoring are biased, respectively, by the voltages on PMOS_Bulk
and NMOS_Bulk nodes, rather than the voltages on the power rails VDD and GND. Wmin, Lmin,
Xn, and Xp are defined in captions of Fig. 3.3.
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The new features and differences of the proposed architecture (Fig. 3.8) with regard to the
preceding dynamic BBICS [120] illustrated in Fig. 3.7 are:

1. In fault-free scenarios, the high ohmic transistors 7 and 5 detailed in Fig. 3.8 are responsi-
ble for biasing the bulks of the monitored PMOS and NMOS transistors, which are made
more robust with the use of triple-well CMOS technology. Moreover, unlike other BBICS
architectures, transistors 71 and 51 (respectively arranged in series with transistors 7 and
5) have the role of temporally including PMOS and NMOS bulk nodes in a floating state
that facilitates the switch of the sensing transistors 6 and 8 during scenarios of transient
faults. The detection sensitivity of the sensors are, therefore, improved at the cost of a
periodic reset (pReset in Fig. 3.8 and 3.9) on the gates of transistors 71 and 51, which
operate to systematically ensure a suitable voltage bias of PMOS and NMOS bulks.

2. The large channel-length transistors 7 and 5 are isolated from the bulks through the
minimum-size transistors 71 and 51. The number of parasitic elements connected di-
rectly to PMOS and NMOS bulk nodes is thus reduced, and the detection sensitivity of
the sensor is enhanced by consequence;

3. With the two features described above, the proposed sensor does not need to use spe-
cial HVT and LVT transistors for obtaining higher detection sensitivity than all previous
BBICS architectures;

4. Thanks to the large channel-width transistors 6 and 8, the dynamic memory nodes FlagP
and FlagN provide steady voltage signals during enough time to be dealt by other sys-
tem’s blocks that have the responsibility of applying recovery actions when transient faults
occur;

In addition to the periodic reset pReset, the same conventional reset applied on any BBICS
architecture for initializing their memory nodes (Reset in Fig. 3.8) is employed on the gates of
transistors 3 and 4. This reset signal can be either periodic such as in dynamic architecture [120]
or can feature the self-reset property [122] mentioned in previous section.

The operation mode of our dynamic BBICS architecture (Fig. 3.8) is illustrated in Fig. 3.9,
which details simulation results of a chain of 10 inverters being monitored by a PMOS-BBICS
(Fig. 3.8a) and NMOS-BBICS (Fig. 3.8b). The injected single transient fault, represented by
the transient voltage glitch on the PMOS bulk node, is successfully detected by the PMOS-
BBICS when the sensor’s output FlagP goes to VDD. The pulse on the node Reset is generated
by other system’s block after the end of the procedure that processes the event of fault indication
on the node FlagP .

The proposed dynamic BBICS (Fig. 3.8) were designed and verified on a commercial bulk
CMOS 65-nm technology. Two cells representing the PMOS-BBICS (Fig. 3.8a) and NMOS-
BBICS (Fig. 3.8b) were developed in the same way as the technology’s standard cells were
designed. The BBICS cells are applicable on the circuit under monitoring by replacing the
filler cells that are liable for making the body-ties of the standard cells [33]. The layout of the
NMOS-BBICS cell is presented in Fig. 3.10, and its design factors Xn and Xp in Table 3.1,
which is further explained in section 3.4.
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Fig. 3.9: Operation mode of the proposed dynamic PMOS-BBICS detecting the event of a
single transient fault on the PMOS bulk node. The fault was injected on a chain of 10 inverters
designed on CMOS 65-nm technology.

Fig. 3.10: Layout of the new dynamic NMOS-BBICS cell on CMOS 65-nm technology. The
divisions of the dimension axis are in µm. The area of the proposed cell is comparable to the
sum of three technology’s NAND cells with minimum drive capabilities. The layout design of
the PMOS-BBICS cell, which is not illustrated here, is complementary to this figure.
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3.3 Sensitivity of a flip-flop in detecting transient faults
Memory elements like flip-flops or latches are sensitive to transient faults that have the capa-
bility to reach them and provoke primary transient harmful effects known as: (1) soft errors,
which are non-permanent logic inversions of memory elements; or (2) delay errors, i.e. re-
markable non-permanent variations on the typical delays of memory elements due to setup time
violations.

Soft or delay errors will be produced in the circuit depending on the charge of the transient
fault – the integral of the current curve in Fig. 3.1. If an anomalous current has a profile
(charge) able to overcome electrical, logical, and latching-window masking effects [55] on a
circuit; single or multiple soft errors or delay errors will be generated in memory elements. The
smallest anomalous current profile that provokes non-permanent errors (soft or delay errors)
is defined in this chapter as the sensitivity of a memory element in detecting transient faults.
The threshold at which the memory element becomes sensitive to transient faults is, therefore,
the lower bound of the range of transient faults able to induce non-permanent errors in the
memory element. The upper bound of this range would be the smallest transient fault that
makes permanent errors and can definitely damage the circuit.

3.3.1 Experiments for analyzing the sensitivity of a flip-flop in detecting
transient faults

The sensitivity in detecting transient faults of the flip-flops, as numerous and fundamental mem-
ory elements of integrated systems, is a significant reference to determine the smallest profiles
of transient faults that need to be detected by schemes like BBICS. Hence, we have studied in
this work the sensitivity of the smallest flip-flop cell of a commercial CMOS 65-nm technology.
The goal is to evaluate and compare it with the sensitivities of different BBICS architectures.
Fig. 3.11 illustrates the circuit used as reference in this study. Electrical-level simulations were
initially performed with typical conditions, nominal Vdd (1.2 V), 25 oC, and standard threshold
voltage (SVT) transistors. The technology’s smallest sized standard cells with parasitic ele-
ments were applied with the purpose of creating the circuit conditions that produce the smallest
profiles of transient faults.
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Fig. 3.11: Reference circuits of this study: chains of 10 inverters with a flip-flop. It is designed
with the target technology’s smallest standard cells with the aim of identifying the smallest
profiles of transient faults (IFaultP and IFaultN) detectable by a flip-flop.
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The influence of several different profiles of single transient faults was investigated on the
reference circuits (Fig. 3.11) by using the classical transient-fault model for CMOS circuits
[137] [80] that is detailed in [17] and [120]. The faults were electrically simulated by injecting
either a double exponential current source IFaultP or IFaultN (Fig. 3.1) on the technology’s most
sensitive drain node, which is the drain with the lowest capacitance – i.e. node F (Fig. 3.11)
between two inverter cells with the smallest dimensions in the technology’s standard cell library.

Different profiles of single transient faults were injected by adjusting different current am-
plitudes and fall times on the parameters of IFaultP (or IFaultN). The rise times were always set on
the order of 5 ps to keep the typical shapes of transient faults: short rise time and longer fall
time [32] [36]. Several electrical-level simulations were thus done by sweeping the parameters
of IFaultP (or IFaultN) up to find the smallest profiles of single transient faults that propagate through
the inverters and provoke a soft error or a delay error in the flip-flop. In this study we consider
as a delay error any flip-flop’s typical delay variation that is higher than 10 %. In addition, as
the shape of a transient fault is technology and event dependent, the sweep of the parameters of
IFaultP (or IFaultN) was limited to not create voltage amplitudes higher than 110 % of Vdd. This
strategy prevents the injection of voltage peaks that could lead the circuit to permanent errors
or out of the technology’s specifications.

3.3.2 Results and analysis of the sensitivity of a flip-flop in detecting tran-
sient faults

Fig. 3.12 shows the electrical-level simulation results of the circuits in Fig. 3.11. The vertical
axis represents the minimum peak-to-peak voltage (on node F and normalized to Vdd) that
is detectable by the flip-flop after IFaultP (or IFaultN) is injected with a fall time defined in the
horizontal axis. For instance, if IFaultN is applied on node F with a fall time of 200 ps (measured
between 90 % and 10 % of the injected current amplitude), the resulting minimum detectable
peak-to-peak voltage on node F is around 0.9 V (i.e. 75 % of 1.2 V). The flip-flop will thus
suffer a soft or delay error if a single transient fault with 200 ps of fall time produces a peak-
to-peak voltage on the node F greater or equal to 0.9 V. Fig. 3.12 allows, therefore, identifying
the range of single transient faults that reach and produce non-permanent errors in the flip-flop.
Note that single transient faults making peak-to-peak voltages on the order of 57 % of Vdd are
still able to provoke soft or delay errors; however they require very long fall times to accomplish
it (approximately 2200 ps).

Fig. 3.13 and Fig. 3.14 detail the smallest profiles of transient faults (IFaultP and IFaultN) that
produce the peak-to-peak voltages of Fig. 3.12. Thereby, a single transient current injected
into node F with a fall time of 200 ps needs at least an amplitude of nearly 120 µA (NMOS
case) or 160 µA (PMOS case) to provoke a soft or delay error in the flip-flop. In Fig. 3.14, the
respective minimum detectable injected charges (critical charges), which correspond the areas
of the injected current curves (Fig. 3.1), are presented on the order of 13 fC (NMOS case) and
17 fC (PMOS case).

3.4 Analysis and comparison of BBICS sensitivities in detect-
ing transient faults

This section analyzes previously discussed state-of-the-art BBICS architectures in terms of their
sensitivities in detecting transient faults. In addition, we compare them with the dynamic BBICS
proposed in this chapter.

28 Rodrigo POSSAMAI BASTOS



Fall Time of Injected Current (ps)
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200

M
in

im
u

m
 D

e
te

c
ta

b
le

 V
p

e
a

k
-p

e
a

k
 /

 V
d

d

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1 chain of 10 inverters + flipflop (PMOS)
1 chain of 10 inverters + flipflop (NMOS)

Fig. 3.12: Minimum peak-to-peak voltages (on node F and normalized to Vdd) that are de-
tectable by a flip-flop (Fig. 3.11) after the injection of single transient faults (IFaultP or IFaultN)
with fall times between 10 ps and 2200 ps; and a rise time on the order of 5 ps.
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(Fig. 3.11). The related injected currents, in function of different fall times (horizontal axis),
create the peak-to-peak voltages illustrated in Fig. 3.12.
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Fig. 3.14: Minimum charges (injected on node F) that are detectable by a flip-flop (Fig. 3.11).
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peak-to-peak voltages illustrated in Fig. 3.12.

3.4.1 Experiments for sizing BBICS architectures

All BBICS architectures were electrically simulated monitoring chains of 10 minimum-sized
inverters under the same conditions of experiments described in section 3.3.

BBICS in Fig. 3.3 is denominated herein as "sbbics", and its improved version (using HVT
transistors instead of SVT transistors 5 and 7, and LVT transistors replacing transistors 6 and
8) is defined as "shsbbics". Furthermore, the sensors in Fig. 3.4, 3.5, 3.6a, 3.6b, and 3.7
are named respectively "bbics", "zbbics", "t1hbbics", "t10hbbis", and "dbbics". The dynamic
BBICS proposed in this chapter (Fig. 3.8) is labeled with "idbbics". Both NMOS-BBICS and
PMOS-BBICS circuits of "bbics", "zbbics", "dbbics", and "idbbics" architectures were taken
into account in the analysis of this section.

For the "bbics" architecture, we have set Y11 = 9 · Lmin in PMOS-BBICS; Y11 = 45 · Lmin

in NMOS-BBICS [90]; and the trimming configuration calibrating the sensors with their best
sensitivities in detecting transient faults. The dynamic architectures "dbbics" and "idbbics"
were both simulated with a periodic reset pulse of 500 ps repeated each 50 ns (Fig. 3.9). In
addition, even though the original circuit propositions of "bbics" [90], "zbbics" [145] [146], and
"dbbics" [120] [121] do not mention the use of LVT and HVT transistors for improving the
sensor sensitivity [33] [34], we have used them in the simulated designs of this experiment in
order to perform the full potential of such BBICS architectures. Original architectures "zbbics",
"bbics", and "dbbics" were, therefore, also enhanced with LVT and HVT transistors in the
same way of the other state-of-the-art BBICS analyzed in this chapter with the aim of making
a fair comparison of their sensitivities in detecting transient faults. In the proposed "idbbics"
architecture, nevertheless, LVT and HVT transistors are not required to calibrate competitive
sensitivity, then only SVT transistors were used.
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For each BBICS architecture under analysis, similar transistor sizing strategy was applied,
and the optimal values for the design factors Xn and Xp were obtained from several simulations
under the effect of a typical single short transient fault [32] [36]. The single fault was injected
into the node F (Fig. 3.11) with a rise time of 5 ps, a fall time of 50 ps, and a current amplitude
that create a voltage amplitude below 100 % of Vdd in each simulation scenario. Moreover,
the simulations have swept Xn from 1 to 15, and Xp from 1 to 21. The minimum values of Xn

and Xp with which the sensors have succeeded in detecting the lowest current amplitude were
elected as the optimal. Table 3.1 summarizes the optimal values of the design factors Xn and Xp

that were found.

Table 3.1: Taxonomy of BBICS architectures analyzed in this chapter: total number of tran-
sistors (NMOS-BBICS + PMOS-BBICS circuits), and optimal values for the design factors Xn

and Xp

BBICS Architecture Reference Section Figure Class Number of Transistors Xn Xp

sbbics [107] [108] [19] 3.1.1 3.3 Static 9 10 16.8

shsbbics [107] [108] [33] 3.1.1 3.3 with HVT and SVT transistors Static 9 11 16.8

bbics [90] 3.1.2 3.4 Static 11 + 11 = 22 12 12

zbbics [145] [146] 3.1.3 3.5 Static 8 + 8 = 16 14 16.8

t1hbbics [104] 3.1.4 3.6a Static 1 · 3 + 1 · 3 + 12 = 18 10 16.8

t10hbbics [104] [118] [119] 3.1.4 3.6b Static 10 · 3 + 10 · 3 + 12 = 72 8 12.6

dbbics [120] [121] 3.1.5 3.7 Dynamic 5 + 5 = 10 13 14

idbbics this work 3.2 3.8 Dynamic 4 + 4 = 8 5 5.6

3.4.2 Experiments for analyzing the sensitivities of BBICS architectures
in detecting transient faults

Several electrical-level simulations were performed such as the experiments described in section
3.3 for a flip-flop; however the goal here was to identify the minimum injected currents that can
be detected by a BBICS architecture monitoring the same chain of 10 inverters (Fig. 3.11).

The previously determined curves of minimum injected currents that are detectable by a flip-
flop (Fig. 3.13) are also used in this section as references to evaluate the different target BBICS
architectures. Theses references allow verifying if a sensor is sufficiently sensitive to detect the
smallest profiles of transient faults that cause soft or delay errors in the technology’s smallest
flip-flop. Moreover, if a sensor is able to detect these reference profiles of injected currents;
currents with larger profiles will be also detectable as they have more charge to overcome the
thresholds of the sensor.

3.4.3 Comparative analysis of BBICS detection sensitivities
Fig. 3.15a and 3.15b present respectively the curves of minimum injected currents IFaultN and
IFaultP that are detectable by the sensors protecting a chain of 10 inverters (Fig. 3.11). The
graphics show thus the trends of each sensor in terms of their sensitivities in detecting transient
faults. For instance, Fig. 3.15a highlights that a transient fault with 5 ps of rise time, 150 ps of
fall time, and 130 µA of amplitude will cause a soft or delay error in the flip-flop; and it will be
detected by all BBICS architectures except the "sbbics". Supposing however another scenario in
which the fault has also 5 ps of rise time, 150 ps of fall time, and 160 µA of amplitude; even the
architecture "sbbics" is able to detect it. Therefore, the lower is the curve of a sensor regarding
the reference (flip-flop’s curve), the higher is the sensor’s sensitivity in detecting transient faults.
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Fig. 3.15: Minimum injected currents IFaultN (a) and IFaultP (b) that are detectable by a BBICS
architecture monitoring a chain of 10 inverters. Flip-flop’s curves from Fig. 3.13 were redrawn
here to indicate reference thresholds in which a single transient fault provokes a soft or delay
error in the flip-flop.
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Comparing the curves of the different BBICS architectures in Fig. 3.15, we note the pro-
posed dynamic sensor "idbbics" has the lowest curves regarding the flip-flop’s references, thereby
the highest sensitivity in detecting transient faults. The key difference of such a proposed ar-
chitecture is indeed the propriety of periodically biasing bulks of monitored PMOS and NMOS
transistors on triple-well CMOS technology. The sensor is even able to cover the detection of
short and long transient faults that do not provoke soft and delay errors in the flip-flop ("idbbics"
curves below flip-flop’s curves). This extra coverage of transient faults is extremely useful for
either advancing preventive security alarm actions against fault injection-based attacks or, as
discussed in next subsection, reducing the area overhead to the monitored system.

We also observe only dynamic sensors ("dbbics" and "idbbics") are able to detect all short
transient faults (with fall time below 70 ps) that produce soft or delay errors in the flip-flop
("dbbics" and "idbbics" curves below flip-flop’s curve). Otherwise, all BBICS architectures
have the ability of detecting longer transient faults (with fall time above 220 ps).

On the other side, the static architecture "sbbics" reveals having the lowest detection sen-
sitivity, although the application of HVT and LVT transistors [33] (instead of SVT transistors)
consistently improves the sensor as Fig. 3.15 notices with the lower curves of the architecture
"shsbbics" (legends in figures are on the same order of the curves). This result clearly illustrates
the effectiveness of HVT and LVT transistors in enhancing the detection sensitivity of BBICS
architectures.

Fig. 3.15a also highlights NMOS-BBICS of the static architecture "bbics" with a high de-
tection sensitivity, confirming the contribution of transistors 9, 10, and 11 that create a voltage
offset on node1 for reducing the switching efforts of the sensor’s latch. Nevertheless, the con-
sequent power consumption of the monitored system, for example, a chain of 10 inverters, is
increased by a factor of 80. It is substantially different from all other BBICS architectures that
impose negligible power overhead thanks to the direct connection of the sensor’s high-ohmic
and low-threshold transistors to the bulks of the monitored circuit.

Note additionally in Fig. 3.15, the application of the modular technique with multiple heads
and a single tail slightly attenuates the detection sensitivity of the sensor (compare "t10hbbics"
and "t1hbbics" curves). This reduction is related to the higher number of transistors monitored
by the architecture "t10hbbics", whose tail circuit is influenced by more parasitic elements.
Equivalent reduction would happen on the detection sensitivity of the other state-of-the-art
BBICS architectures if they were organized in the same way, i.e. with multiple heads and a
single tail. The trick of splitting the sensor into multiples heads and tails is however useful like
an additional parameter to make better trade-offs between detection sensitivity of the sensor and
its resulting area overhead to the monitored system.

3.4.4 Influence of the monitored area size on the detection sensitivities of
BBICS architectures

The sensitivity of a BBICS in detecting transient faults is decreased in function of the number
of monitored transistors. As more parasitic elements are included in the network monitored by
the sensor, the amount of anomalous current (IFaultN or IFaultP) able to reach the sensor is reduced,
lowering the sensor’s ability in identifying it. Results in Fig. 3.16 demonstrate this phenomenon
in the cases of only one PMOS-BBICS architecture monitors either 1, 4, or 6 chains. The
dynamic architectures ("dbbics" and "idbbics") present similar detection sensitivities when 4
chains of 10 inverters are monitored, however they are lower whether compared with the case
of 1 chain of 10 inverters. Besides, the curves show that the detection sensitivity of the static
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Fig. 3.16: Minimum injected currents IFaultP that are detectable by a PMOS-BBICS architecture
monitoring either 1, 4, or 6 chains of 10 inverters.

architecture "zbbics" is much more reduced with the number of monitored transistors than its
dynamic counterparts. Finally, note that different from all other BBICS architectures, the sensor
"idbbics" proposed in this chapter has still design space to improve the results from Fig. 3.16
by increasing the design factors Xn and Xp as well as by using LVT and HVT transistors.

3.4.5 Estimation of the area overhead imposed by BBICS architectures
on the monitored systems

Fig. 3.17 estimates the area overhead imposed by each BBICS architecture based on the dif-
fusion areas of the transistors (W · L), which were calculated with help of the design factors
discussed in previous subsection 3.4.1. The architecture "idbbics" proposed in this chapter im-
poses the lowest area overheads on the monitored systems (chains of 10 inverters) thanks to its
smaller design factors and the lower number of transistors. For instance, if one PMOS-BBICS
and one NMOS-BBICS of the sensor "idbbics" are applied to monitor 6 chains of 10 inverters,
the consequent area overhead will be around 12 %, while other BBICS architectures will lead
to values higher than 36%.

The area overhead can be further reduced, at expense of lowing the sensor’s detection sen-
sitivity, whether more transistors are included in the network monitored by one sensor (see
previous subsection). This strategy would be suitable for applications requiring lower detection
sensitivity or with a known range of transient faults to be detected. On the other side, if a single
sensor (or a pair of NMOS-BBICS and PMOS-BBICS) is protecting a system’s block with a
size on the order of a chain of 10 inverters, the area overhead might be prohibitive whether all
system has to be monitored (see Fig. 3.17); however the detection sensitivity would be much
higher. Alternatively, if only the most sensitive parts of the systems are selected to be monitored
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by BBICS circuits, the overall area overhead can still be significantly reduced.

3.4.6 Corner analysis of BBICS architectures
The same electrical-level simulation experiments described in previous section 3.3 were applied
for analyzing the BBICS architectures under process and temperature variations.

Normalized results of the minimum injected charges (integral of IFaultP or IFaultN) detectable
by the BBICS architectures are presented in Table 3.2 for the following corner conditions: FF
25 oC; SS 25 oC; TT 25 oC; TT 75 oC; and TT −40 oC. The charges are normalized to the
minimum injected charges able to provoke soft or delay errors in the flip-flop. All normalized
charges in the table correspond to the smallest profiles of single transient faults (with 5 ps of
rise time) that create a voltage on the order of 80 % of Vdd (0.96 V) on the node F of a chain of
10 inverters (Fig. 3.11) monitored by a BBICS architecture.

From the table, excepting the architecture "bbics", which requires another on-the-fly trim-
ming bit configuration for compensating the variations in FF and SS corners, all other BBICS
architecture are able to operate under process and temperature variations. Nevertheless, depend-
ing on the corner condition, the detection sensitivities of the sensors are reduced. The proposed
architecture "idbbics" are in all corners either much more sensitive to detect transient faults than
the flip-flop or very close to it. This result gives an important margin to reduce the area overhead
as we discuss in previous subsections 3.4.4 and 3.4.5.
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Table 3.2: Normalized corner results: minimum injected charges that are detectable by the
BBICS architectures when IFaultP (PMOS case) or IFaultN (NMOS case) induces a voltage on the
order of 80 % of Vdd on the node F (Fig. 3.11).

BBICS Architecture

Normalized Minimum Detectable Injected Charge
PMOS Case NMOS Case

FF SS TT TT TT FF SS TT TT TT
25 oC 25 oC 25 oC 75 oC −40 oC 25 oC 25 oC 25 oC 75 oC −40 oC

flipflop 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

bbics NO NO 1.08 0.81 0.71 NO 1.75 0.82 0.67 0.26

sbbics 1.20 1.62 1.40 1.25 1.68 1.47 2.21 1.84 1.64 2.19

shsbbics 0.85 1.30 1.08 0.99 1.26 0.99 1.53 1.27 1.14 1.45

t1hbbics 0.80 1.14 0.97 0.89 1.09 0.85 1.31 1.08 0.98 1.22

t10hbbics 0.90 1.32 1.12 1.04 1.27 1.07 1.58 1.33 1.24 1.45

zbbics 0.85 1.26 1.06 0.97 1.25 0.93 1.45 1.19 1.08 1.39

dbbics 0.35 0.42 0.70 0.60 0.67 0.60 0.59 0.92 1.23 1.31

idbbics 0.40 0.45 0.54 0.57 0.66 0.26 0.27 0.68 1.13 1.19

3.5 Conclusions
This chapter reviews the different types of static and dynamic BBICS architectures by analyzing
their sensitivities in detecting single transient faults. Moreover, a new dynamic BBICS archi-
tecture is presented, offering considerable advantages in terms of detection sensitivity and area
overhead.

The BBICS application on integrated system designs brings several other complementary
benefits. The integration in commercial IC design flows is feasible by simply replacing stan-
dard filler cells [42]. The reuse of the filler cell areas, besides making the sensors more sensitive
in detecting transient faults, reduces the inherent costs associated with any type of robustness
technique. BBICS-based recomputing techniques are applicable for recovering processors from
the effects of transient faults [68] [65] [105] [109]. Furthermore, unlike most existing tech-
niques, long-duration and multiple transient faults are also detectable by BBICS [68] [131]. All
these features represent important contents for the design of more robust integrated systems in
modern technologies.

In the advent of advanced fabrication processes, such as FD-SOI technology with which
different body voltages are allowed for managing system performance and power consumption,
the design space becomes even wider with the double function of BBICS cells in locally biasing
system blocks as well as detecting the occurrence of transient faults.
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Chapter 4

Monitoring body terminals of transistors
for detection of layout-level Trojans

Over the last years with the fast technology enhancement, IC companies tend to outsource
phases of their production chains in order to reduce time-to-market and development costs. De-
spite the outsourcing benefits, serious security concerns today affect all phases of IC-design
flows. Malicious third-party suppliers may, for instance, intentionally cause operational distur-
bances, disable functions, alter layout masks, and even leak sensitive information from original
circuits, all by including mechanisms defined as hardware Trojans (HT) [126]. As a conse-
quence of circuit vulnerabilities to HT insertions, engineers and researchers systematically in-
spect possible new threats. Prominent taxonomy [114, 136] abstracts HT implementations at
different IC-design levels: system, development environment, register transfer, gate, layout,
and physical. On the other side, HT issues also motivate the development of counter-measures
to protect the trustworthiness of circuit designs. Diverse effective test-time methods based
on side-channel analysis have been devised to detect HT without destructing the device under
Trojan test (DUTT); they are classified into 7 side-channel categories [83, 85], each one with
several interesting works not exhaustively cited in the following: (1) transient current (power
consumption) [2, 134]; (2) quiescent current (Iddq) [1]; (3) delay (circuit paths) [16, 52]; (4)
thermal [97]; (5) oscillation frequency (embedded ring-oscillators) [144]; (6) radiation (elec-
tromagnetic) [2, 92]; and (7) multiple parameters (combination of different side-channel cate-
gories) [13, 86, 97].

This chapter proposes a novel HT-detection method that implies the creation of a new cate-
gory in the previously mentioned taxonomy of side-channel analysis-based techniques. The pro-
posed method indirectly analyzes HT-induced variations on the electrical impedances of DUTT
subcircuits by injecting a short train of current pulses into body terminals of their MOSFETs.
More precisely, the analyzed side channel is indeed digital signatures related to the impedance
of the subcircuit’s substrate, and provided by a preexisting built-in current sensor connected
to all body terminals of the subcircuit’s transistors. This type of sensor [91], which ensures
also appropriate bias to the body terminals by replacing certain filler cells of the DUTT [42],
was only used until now as online-testing devices for detecting radiation- or laser-induced tran-
sient currents that may provoke soft errors in memory elements [19, 68, 121]. Nevertheless, we
reuse it here as an offline-testing mechanism, without degrading its run-time feature of detect-
ing transient currents. By applying a short train of current pulses (with different amplitudes)
into a DUTT’s global body terminal, each sensor will detect or not the pulses in function of
their amplitudes and the impedance of the subcircuit’s substrate, delivering a train of voltage
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pulses that represent a digital signature of the DUTT. In case of a Trojan-infected subcircuit, the
impedance of the subcircuit’s substrate will modify with the presence of any HT, altering, con-
sequently, the digital signature of the DUTT, and making the HT detection likely by comparing
it with a Trojan-free signature. On the contrary, sampling a set of digital signatures by subcir-
cuit is necessary for statistically distinguishing HT-induced variations from process variations.
Unlike most existing side-channel analysis-based techniques, the proposed method requires no
switching activity in data paths and no analog measurements. Hence, input test-vector genera-
tion and measurement noise are not issues, and the detection of stealth and tiny HT that have
only turned-off transistors and negligible leakage currents are more likely.

Next sections detail the three main innovative contributions of this work: (1) current pulses
are injected into body terminals of DUTT subcircuits; (2) built-in current sensors are connected
to body terminals for identifying or not the injected currents, providing digital signatures of the
subcircuit’s substrates; (3) resulting digital signatures allow indirect analysis of the impedance
of subcircuit’s substrate, which is modified with the presence of HT, opening a new category of
side-channel analysis-based techniques. The works of this chapter are within the thesis context
of my Ph.D. student Leonel Guimarães, it was presented in the international conferences DAC
2017 and ISVLSI 2017.

4.1 Background

4.1.1 Testing methods for detection of HT
For ensuring the IC trustworthiness, post-manufacture testing phase must fit for the detection
of threats such as HT. If the concern is an untrusted foundry, three main classes of techniques
for detecting Trojan are known [85]: (1) physical inspection by scanning optical microscopy or
scanning electron microscope (SEM); (2) functional testing; and (3) side-channel analysis.

Physical inspection techniques propose reverse engineering the DUTT by analyzing its
physical layout and checking if the fabricated circuit is Trojan-free. For instance, a SEM-
based method [27] demonstrates the possibility of detecting Trojans in CMOS 130-nm technol-
ogy. Despite presenting reliable results, these techniques feature some drawbacks such as being
expensive, time-consuming, destructive, and difficult to be integrated into the regular testing
phase. Hence, even though a DUTT is stated as Trojan-free, it cannot be reused after the physi-
cal inspection. On the other hand, the approach is suitable to certify Trojan-free DUTT samples
(i.e. golden IC samples), providing a set of fingerprints that are indeed referential data collected
before the physical inspection alters the chips. The data from Trojan-free DUTT samples are
afterwards statistically comparable with results from a DUTT sample, allowing to classify it as
infected or not.

Functional-testing techniques like in [18, 51] apply data vectors at DUTT primary inputs
with the intention of stimulating the HT activation and checking possible modifications at DUTT
primary outputs. If the expected outputs are not obtained, DUTT is classified as a potentially
Trojan-infected candidate. Nevertheless, activating HT may be a very complicated issue as
attackers can design it to be activated only under rare circumstances [126], making the detection
by functional testing quite challenging.

Inactive HT alter, however, DUTT side-channel signals such as quiescent current, delay,
power, or electromagnetic activity variations. Hence, side-channel analysis, unlike functional-
testing techniques, are able to detect even inactive HT. Many HT detection methods, comparing
DUTT side-channel signals with referential data (from Trojan-free DUTT samples), are pro-
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posed by measuring, for instance, power [2, 134], quiescent supply current (Iddq) [1, 13], path
delay [16, 52], thermal property [48, 97], and electromagnetic radiation [2, 92] signatures. Fur-
thermore, another technique [144] proposes implementing several ring oscillators distributed
across the chip in order to evaluate a possible oscillation frequency deviation caused by a HT.
Side-channel analysis may fit properly for the detection of HT that have at least one MOSFET
in ohmic or active modes (turned-on), since an extra current is thus allowed to flow between
transistor’s drain and source. If it is the case for gate-level Trojans, the same may not be for
layout-level Trojans in which not necessarily there is a turned-on transistor. Consequently, as a
HT can be a few MOSFETs in subthreshold mode (turned-off) [6,41,62], HT-induced variations
on the subthreshold leakage currents (which are already intrinsically low) would be difficultly
detectable in today’s complex integrated systems.

4.1.2 Built-in sensors for detecting anomalous transient currents in sub-
circuit’s substrate

Built-in current sensors connected to MOSFET body terminals are originally proposed to detect
transient currents [91]. The so-called body or bulk built-in current sensors (BBICS) explore the
presence of an abnormal current peak flowing from the bulk (body) to the drain (or vice versa) of
the disturbed transistor if a transient current is induced by radiation or laser sources [19,68,121].
Whenever this current is detected, the sensor indicates it by setting its output flag. BBICS are
implemented in the DUTT design by replacing the regular filler cells used to bias the body
terminals of DUTT transistors [42]. Therefore, the sensor becomes responsible to bias and
monitor the body terminals of DUTT transistors. Fig. 4.1 illustrates the sensor’s implementation
showing the layout (Fig. 4.1a) of a single inverter being monitored by a PMOS sensor. Note that
PMOS body terminal of the target subcircuit is attached to the PMOS sensor instead of being
connected directly to the Vdd line. Fig. 4.1b presents the basic BBICS architecture composed
of a biasing and a sensitive transistor (T1 and T2). The occurrence of a transient current can
lead T2 to its active mode, generating the output flag. The flag memory circuit is responsible
for holding and resetting the output.

For monitoring both pull-up and pull-down CMOS networks, the sensor architecture must
be designed in CMOS triple-well technology [34] with its body terminal attached to the NMOS
sensor. As the scope of this chapter is not precisely detecting transient currents, the NMOS
sensor is omitted from our study in order to simplify the analysis; however its operation is

PMOS

Sensor

(a)

Monitored 

Subcircuit

Flag Memory

Circuit

T1 T2

Flag

PMOS 

Sensor

(b)

Fig. 4.1: Layout of an inverter monitored by the PMOS sensor (a) and its schematic view (b).
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analog to the PMOS. PMOS sensor will be applied in this chapter to detect gate-level Trojans
as well as layout-level Trojans modifying PMOS networks. However, if NMOS sensor is also
applied, even layout-level Trojans in NMOS transistors are able to be detected.

BBICS operation is presented in Fig. 4.2. The current pulse in the PMOS body terminal
causes a disturbance on its voltage, and the sensor is able to detect it depending on its sensitivity
in detecting transient currents [79, 104]. Thus, the sensor generates a flag indicating the incom-
ing current if its amplitude and duration (current profile) are sufficient to exceed the detection
threshold of the sensor.

The sensor sensitivity in detecting transient currents depends essentially on two conditions:
the transient current profile and the monitored circuit. In short, considering the same profile of
transient current, the lower the amount of transistors under monitoring by the sensor, better the
sensor sensitivity. As a circuit in today’s technology has about billions of transistors, as a way
to improve the sensor sensitivity, the designer can split the circuit into smaller subcircuits. Each
subcircuit must have a sensor monitoring all transistor that compose it. Therefore, the designer
can choose conveniently the amount of transistors that the sensor will monitor in each subcircuit
depending on the desired sensitivity.

10 30 50 70 90 110

In
p

u
t 

V
e

c
to

r 
(u

A
)

0

20

40

10 30 50 70 90 110

B
u

lk
 

V
o

lt
a

g
e

 
(V

)

0

0.5

1

1.5

t (ns)
10 30 50 70 90 110

O
u

tp
u

t 
F

la
g

 
(V

)

0

0.5

1

1.5
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PMOS bulk voltage, and the output flags generated or not by the sensor.
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4.2 Proposed HT detection method
The proposed method relies on the assumption that the modification or addition of instances
to the DUTT leads to physical alterations of the original substrate impedance. Moreover, con-
sidering the number of transistors influencing the substrate impedance is lower if the DUTT
size is smaller, the HT effects will be more accentuated, facilitating its detection. To this end,
the substrate of the DUTT is partitioned into several subcircuits, each one with an independent
body bias, i.e. the transistors of a subcircuit share their body terminals independently of the
other subcircuits. The proposed method monitors the body terminals of subcircuits by using
current sensors built in each one of the subcircuits. Injecting a train of current pulses into the
body terminal of the subcircuits, the sensors are able to identify voltage peaks induced on the
body terminals. If a HT is inserted in a subcircuit, the substrate impedance of the subcircuit is
modified, and the sensor may or not detect on the body terminals the induced voltage peaks that
are slightly altered with the HT presence. Thereby, the sensor responses (signatures) to a given
train of different current pulses are statistically compared with golden results from Trojan-free
DUTT samples in order to classify if a set of DUTT samples is infected or not.

4.2.1 Injection of current pulses into MOSFET body terminals of DUTT
subcircuits

In order to inject a current in the body terminal of the circuit, one can promptly highlight three
alternatives: internal or external current direct injection and laser attack to induce current. The
direct insertion of a current peak in the body terminal by an external source gives total control-
lability of the current profile and can be simply integrated to the testing phase. Despite featuring
such properties, it requires an extra analog pin in the DUTT, which could be an issue depending
on the design constraints. On the other hand, an internal source can be implemented to produce
current pulses with controllable amplitude set by a digital input vector. Although the addition
of a new analog pin is not needed, the range of possible amplitudes is limited by the size of the
input vector as well as other waveform parameters. If the DUTT is divided into several subcir-
cuits, such approaches require at least an additional transistor to replicate the incoming current
to each subcircuit, resulting in an extra area overhead. To mitigate this area overhead, the sub-
circuit’s substrate could be attacked with a laser beam that would induce a current in the body
terminal. Even though this approach does not require extra on-chip circuitry, it presents some
inconveniences such as delay, cost, and complex integration with the regular testing phase.

Designers can choose conveniently the current injection strategy that better fits according
to their needs. Further, the current amplitude must be set in such a way as to avoid latch-up.
Some other waveform parameters such as the pulse width can be also exploited to evaluate the
sensor sensitivity. In the following analysis, the method is evaluated with an external current
source generating pulses with different amplitudes. Fig. 4.3 shows the current injection set-up
used in the subsequent analysis. In this topology, the current generated by the external source is
replicated to the body terminal of each subcircuit composing the DUTT. Nevertheless, the same
analysis can also be applied for other current injection techniques.

4.2.2 Monitoring of current sensors built in DUTT subcircuits

To track the whole DUTT substrate, each DUTT subcircuit must have its body terminal attached
to its own sensor. Initially, the sensor is designed to detect the current pulses generated by the
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source presented in Fig. 4.3. Basically, the detection is achieved whether the injected current
profile is larger than the detection threshold of the sensor. Therefore, if a set of subsequent
current pulses with different amplitudes are injected in the body terminal, only the peaks that
exceed sensor threshold are detected. The Fig. 4.2 shows an example of a train of current pulses
that can be employed. In this case, the sensor is able to detect only the pulses inserted at 30, 50
and 90 ns, indicating it by pulses in its output flag. Considering a given train of current pulses
with different amplitudes, the generated sensor output is assumed as the digital signature of the
subcircuit. As the sensor sensitivity also depends on the subcircuit characteristics, the digital
signature is unique for each subcircuit.

The area overhead imposed by the sensor results from the ratio between the sensor area
and the subcircuit area. The designer is able to set a target area overhead defining the num-
ber of sensors to be inserted in the DUTT design, and consequently the number of subcircuits
that compose it. For instance, considering a sensor architecture having an area equivalent to
3 minimum-sized standard cell inverters, and the target design constraint is an area overhead
of 10%, the designer would place a sensor to monitor subcircuits on the order of 30 inverters.
However, as distinct gates have different areas, the sensor can be placed according to the number
of transistors that compose a subcircuit. As the sensor sensitivity is improved in smaller sub-
circuits, the number of transistors monitored by each sensor must be chosen in order to ensure
that the effects of process variations are less significant than HT implementation. Therefore, the
minimum area overhead is limited by the sensor sensitivity and process variations. In any case,
as the method proposition is reusing these built-in sensors to detect Trojans, a DUTT already
covered by this on-line testing technique to monitor transient currents would not require such
an area overhead.

4.2.3 Compilation of signatures collected from subcircuit’s substrate by
the sensors

As the sensor provides signatures for each subcircuit of each DUTT sample, the compilation
of the obtained signatures is needed to analyze a possible alteration in their original values that
would indicate the presence of HTs. For instance, if the sensor of a Trojan-free DUTT sample
presents a certain amount of detections (flags), the same sensor must provide similar result –
slightly different according to process variations – for another Trojan-free DUTT sample. As

Fig. 4.3: Current insertion topology and its schematic view: an external current source able to
insert subsequent peaks in the PMOS body terminal.
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a mean to evaluate the generated signature, one can analyze the number of detections for a
given train of current pulses. Therefore, the sensor efficiency is defined as the ratio between
the number of achieved detections and the total number of pulse injections as show in (4.1). If
the obtained signature is altered, the sensor efficiency is also modified and thus, a HT can de
detected.

Sensor Efficiency =
#of Detections

#of Injections
× 100% (4.1)

4.2.4 Statistical analysis for identifying DUTT subcircuits infected with
HT

The analysis of the sensor efficiency also has to consider the process variations on the DUTT.
In fact, for a given train of current pulses, the sensor efficiency of each DUTT sample will be
different due to process variations. For example, the graph in Fig. 4.4 depicts the histogram
of the sensor efficiency considering a set of Trojan-free DUTT samples subjected to process
variations. Moreover, a Trojan-free DUTT profile is represented by a curve surrounding the
obtained histogram, it provides a possible parameterization for the obtained results. If a HT is
added to the substrate of a DUTT, the sensor efficiency will be altered, leading to a new profile
curve (Trojan-infected DUTT profile in Fig. 4.4). A statistical analysis of the obtained DUTT
profiles is, therefore, able to indicate whether a DUTT is effectively Trojan-infected.

With the purpose of verifying if a set of DUTT samples belongs to the distribution of the
Trojan-free DUTT profile, Kolmogrov-Smirnov (KS) hypothesis test [75] is applied considering
two hypotheses for a DUTT: H0: DUTT belongs to the Trojan-free class; and H1: DUTT does
not belong to the Trojan-free class. KS test provides the probability value (p-value) of accepting
H0, i.e. the closer to zero the p-value is, the stronger the hypothesis that a DUTT is Trojan-
infected.
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4.3 Simulation results and analysis

4.3.1 Description of simulation experiments
The effectiveness of the proposed method is evaluated by simulating some DUTTs from bench-
marks ISCAS’85, ITC’99, and chains of inverters, all monitored by one or more built-in sensors.
The DUTTs were designed in a commercial technology CMOS 65 nm by using standard cells
and standard threshold voltage (SVT) transistors. Simulations were done in nominal conditions
(1.2 V and 27ºC) by performing Monte Carlo analysis with technology local and global process
distributions using Spectre simulator in the Cadence environment.

A Trojan-free DUTT was simulated by analyzing 250 Monte Carlo runs in order to generate
the Trojan-free DUTT samples (golden data). DUTT primary inputs were set to VDD, since our
method takes no account of the system’s switching activity. A train of 31 current pulses with
different amplitudes was injected such as presented in Fig. 4.2 with the aim of evaluating the
sensor efficiency. Subsequently, the efficiency was calculated for each run considering different
process variations. At the end of this first test, results of the Trojan-free DUTT were gathered,
producing a distribution of the sensor efficiency with 250 samples.

Afterwards, Trojan-infected DUTTs were also simulated under the same conditions, deliv-
ering a distribution of the sensor efficiency with 250 samples. Finally, with the two sets of data
(Trojan-free and Trojan-infected DUTT distributions), KS test was performed by taking Trojan-
free DUTT samples as the reference distribution and calculating the p-value for each one of the
250 samples.

4.3.2 Target HT implanted in DUTTs
To ensure that our HT detection method is effective for tracking different types of Trojans, the
technique was tested under worst case scenarios. For this reason, small Trojans were chosen to
be implemented in this analysis since they induce negligible modifications on the side-channel
parameters of DUTTs and even so, being able to provoke critical consequences in security
systems, as stated in [6, 41, 62]. On the other hand, bigger HTs induce more variations on
the side-channel parameters and they are naturally more noticeable. Therefore, the success on
tracking small hardware modifications indicates that this technique is also able to identify other
more sophisticated HTs. Hence, three different minimalist HTs were applied on DUTTs to
evaluate our method: (1) a minimum-sized inverter as the technology’s smallest gate (minimum
drive capability) that emulates the worst gate-level Trojan case; (2) a single PMOS transistor
with minimum width and length as a layout-level Trojan in which the detection is more difficult
to be achieved than the previous mentioned gate-level Trojan due to its smaller dimensions; (3)
a reduction by a factor of 1000 on the channel doping concentration of a PMOS transistor as
another layout-level Trojan, emulating the HTs presented in [6,62], able to make cryptographic
systems more vulnerable to leak information. The detection of these 3 HTs indicates that the
proposed method is able to detect any HT type composed of one or more gates (1); one or more
transistors (2); or parametric HT making modifications on the channel doping concentration (3).

4.3.3 DUTTs used to generate simulation results
Table 4.1 summarizes the set of performed simulations and obtained results. The first case
study was a DUTT composed of a chain of 10 inverters with one minimum-sized PMOS tran-
sistor inserted as HT. This DUTT is monitored by one sensor that produces an estimated area
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overhead of 28.5%. Fig. 4.5 presents the progress of p-value in relation to the number of tested
devices. As high as the number of DUTT samples was increased, the p-value was calculated.
The analysis of the p-value results leads to the conclusion that a few DUTT samples are needed
to detect the Trojan. The HT insertion upsets the original sensor efficiency distribution in such
a way it is possible to conclude with a probability of 99% (p-value < 0.01) that approximately
11 DUTT samples are needed to classify the DUTT as Trojan-infected. This case-study DUTT
can be even interpreted as a subcircuit of the DUTT in the second line of Table 4.1, composed
of 10 chains of 10 inverters monitored by 10 sensors. If the same HT is inserted in one of their
10 subcircuits, the performance of the method remains unchanged since each individual sensor
works independently. Consequently, the ratio between HT and DUTT size is substantially re-
duced if DUTT is composed of several subcircuits. Therefore, all DUTTs in Table 4.1 could be
interpreted as subcircuits of a system.

Results obtained from chains of 50 inverters, considering a transistor and an inverter as HT,
illustrate the method effectiveness, even if the amount of gates monitored by the same sensor is
considerably increased. Benchmarks b01 and c17 are also considered in the analysis to generate
results for DUTTs composed of other gates than inverters. At last, a chain of 10 inverters with a
reduced doping concentration (dopant Trojan) is analyzed to emulate the HT presented in [6,62],
showing that our method is also suitable for this type of threat.

4.3.4 DUTT area overhead and number of required samples
The area overhead and the number of required samples are two balanced parameters chosen by
the designers. As the overhead area is directly derived from the number of sensors implemented
in the circuit, it is defined during the design phase. The designer can reduce this area offset
if a large number of DUTT samples are taken for testing. In order to illustrate it, results in
Tab. 4.1 show that in a chain of 10 inverters only 11 DUTT samples are required to detect a
HT. However, the sensor used to monitor this circuit increases the total area of 28.5%. By
enhancing the number of inverters to 50, the overhead area is reduced to 5.7% whereas 136
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Fig. 4.5: Progress of p-value (with accuracy of ±σ) in function of the number of DUTTs.
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Table 4.1: Monte Carlo simulation results with confidence level of 99 % over 250 samples of the
Trojan-free DUTT. The percentages in column "DUTT Area Overhead" represent the extra area
required by the sensors regarding the total cell area of the Trojan-free DUTT with no sensors.

DUTT
Number
of Gates

Number
of Transistors

Number of
Built-in Sensors

DUTT Area
Overhead

Implanted
HT

Number of Required
DUTT samples

Chain of
10 Inverters

10 20 1 28.5% 1 PMOS 11

10 Chains of
10 Inverters

100 200 10 28.5% 1 PMOS 12

Chain of
50 Inverters

50 100 1 5.7% 1 PMOS 136

Chain of
50 Inverters

50 100 1 5.7% 1 Inverter 101

c17 6 24 1 25% 1 Inverter 8
b01 28 306 4 20% 1 Inverter 93

Chain of
10 Inverters

10 10 1 28.5%
Dopant HT

in all Inverters
16

samples are needed. The other results in Tab. 4.1 show that no more than 150 DUTT samples
are needed if the overhead is larger than 5%. Moreover, if the circuit already features this sensor
to its original purpose (transient current detection) the area overhead needed for HT detection
is negligible since it uses the same preexisting sensor.

4.4 Conclusions
This chapter proposes a new post-fabrication testing method able to detect gate- and layout-
level Trojans inducing negligible variations on the classical side-channel signals (i.e. power,
Iddq, delay, thermal, and radiation). The impacts caused by a HT on the impedance of the
DUTT substrate allows the detection of minimal alterations. Moreover, the effectiveness of
the method on detecting stealth and small HT can be improved whether the whole DUTT is
split into smaller subcircuits, making the identification of the HT location possible too. Area
overhead is negligible if the same sensor are reused as online-testing mechanisms for detecting
transient currents and if some standard filler cells are replaced by BBICS cells. One could argue
that attackers may implant HTs on the sensor circuit, however the method offers the possibility
of being self-monitored. For this purpose, besides monitoring its subcircuit, each sensor would
also monitor the circuit of the sensor that protects other subcircuit on the side. The method is
still applicable in combination with other side-channel technique such as path delays and current
leaks in order to further increase the HT detection coverage.
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Chapter 5

Level shifter for dynamically biasing
ultra-low voltage subcircuits of systems

Classical power management strategies based on dynamic voltage scaling (DVS) reduce, on the
fly, the operation voltage (VDD) of circuits to save energy during idle periods [63, 96]. In addi-
tion, traditional low-power techniques insert mechanisms to turn off power supplies of inactive
networks of gates [54]. Complementarily, body biasing (BB) schemes or adaptive body-bias
generators are able to modify the body bias (VB) of transistors for tuning threshold voltages (Vth)
and, thus, dynamically compensating Vth alterations induced by aging, process, voltage, and
temperature variations as well as minimizing sub-threshold leakage [10,37,44,53,77,128]. BB
schemes are, moreover, effective for run-time optimization of system power and speed [31,124],
especially in technologies featuring efficient control of the BB effects on transistor channels,
such as the process UTBB FD-SOI (ultra thin body and buried oxide fully depleted silicon on
insulator) [101, 103]: increasing Vth of transistors saves energy, decreasing it speeds up perfor-
mance of circuits.

In all mentioned techniques the integrated systems are split into subcircuits, at design time,
to individually manage them with fine granularity at run time, better controlling Vth variations,
power, and speed. Each subcircuit operates such as an island [28, 37, 61] having its own VB or
even its own VDD, both locally adapted with the help of specific built-in cells able to dynamically
shift them to different voltage levels. Depending on the size of the target subcircuit, the so-
called level shifter (LS) cell is designed to output voltage levels either with a fine resolution
or only two levels. Wide resolutions require, in addition to the LS function, analog circuitry
and control logic for smoothly generating and tuning distinct voltage levels [10, 53, 77]. For
minimizing area overheads, therefore, systems that are fine-grained with small subcircuits, on
the order of hundreds of gates, have to use simpler architectures of LS cells [14, 20, 23, 26, 40,
43, 47, 50, 57, 59, 60, 64, 66, 70, 71, 76, 98, 110, 116, 117, 125, 127, 129, 135, 140, 141, 147, 148],
which feature only modifying subcircuit voltages from/to nominal value to/from another lower
or higher voltage levels.

LS cells need, moreover, to properly function with: (1) ultra-low VDD levels for dynamically
scaling down the VDD of subcircuits to near/sub-threshold regions in which minimum energy
operations are reachable [132]; (2) positive and negative body-to-source voltage (VBS) levels
for fully benefiting from the effective BB properties of today’s technologies [101, 103], i.e. the
reverse BB that reduces leakage of subcircuits, and the forward BB that makes them faster.

Different LS architectures have been proposed [14,20,23,26,40,43,47,50,57,59,60,64,66,
70, 71, 76, 98, 110, 116, 117, 125, 127, 129, 135, 140, 141, 147, 148] with the aim of dynamically
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scaling down VDD of subcircuits from a low VDD (VDDL) to a high VDD (VDDH). Additionally to
DVS purposes, this chapter presents a new LS architecture featuring ultra-low voltage opera-
tion, quick time response, and low power and area penalties, which enable its application also
on modern BB schemes [44] requiring LS transitions as fast as the data throughput of high per-
formance systems. Typical state-of-the-art LS issue in terms of delay and power – which are
degraded due to the current contention during LS transitions – is mitigated by simply returning
output buffer signals to the internal LS structure responsible to switch the voltage levels. The
proposed return signals play to isolate the pull-up networks from the pull-down networks of the
LS, further weakening the competition between the currents coming from pull-up transistors
and the currents going to pull-down transistors. The works of this chapter are within the thesis
context of my Ph.D. student Otto Rolloff, it will be presented in the international conference
ISCAS 2018.

The contents of this chapter are organized as follows: section 5.1 classifies state-of-the-
art LS architectures, section 5.2 presents the new LS architecture, and section 5.3 and 5.4,
respectively, analyzes simulation results and concludes this work.

5.1 State-of-the-art level shifter architectures
The fundamental operation of a LS architecture consists in switching its primary output (named
as VX in this paper) from Gnd to VDDH whenever a voltage level (on the order of VDDL) is applied
at its primary input (herein EVDDH in Fig. 5.1 and Fig. 5.2). The function of EVDDH is, therefore,
to enable a transition of VX from Gnd to VDDH. If the goal is to use the LS architecture in a
forward BB scheme, VX is connected to VB of a n-well island (subcircuit designed with flip-well
configuration [101, 103]); otherwise if the target is a DVS scheme, VX and VX are separately
connected to the gate terminals of two PMOS transistors that operate to switch the VDD of a
subcircuit from VDDH to VDDL (or from VDDL to VDDH).

State-of-the-art LS architectures are classified in this section into five categories defined ac-
cording to the presence of the following particular internal structures: (1) cross-coupled PMOS
transistors; (2) diode-connected transistors; (3) current mirrors; (4) pass transistors; and (5)
dynamic logic.

Cross-type LS architectures

Several state-of-the-art LS architectures [127,129,135,141] have been proposed using the prin-
ciples of the differential cascode voltage switch (DCVS) CMOS logic [46] to mitigate static
current overheads. Fig. 5.1 illustrates DCVS structures (inside dashed boxes), which are cross-
coupled PMOS pairs forming two pull-up networks (PUNs) complemented by two pull-down
networks (PDNs). A basic DCVS-based LS architecture [127] is shown in Fig. 5.1a.

Diode-type LS architectures

Diode-connected transistors have been used in state-of-the-art LS architectures [26, 40, 57, 64,
66, 110, 116, 140, 147] as current limiters to attenuate the typical LS issue of current contention
(mentioned in the introduction of this chapter). Recently, Lanuzza et al. [64] have proposed
the LS architecture in Fig. 5.1b. In addition to to the classic DCVS-based structure and diode-
connected transistors, a self-adapting boost circuit increases the strength of each LS branch
during their charging phase, and weakening them in the discharging phase.
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Fig. 5.1: State-of-the-art LS architectures and their names used in this paper: (a) a cross-type
LS (CMLS [127]); (b) a diode-type LS (LANLS [64]); (c) a mirror-type LS (CAOLS [14]).
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Mirror-type LS architectures

LS-architectures based on current mirrors have been proposed [14,23,47,59,70,71,76,98,148]
to feature wider input voltage range at EVDDH. Fig. 5.1c illustrates a LS architecture [14] using
two Wilson current mirrors connected to a conventional LS structure.

Pass-type LS architectures

In the early 2000s, LS architectures employing pass transistors and other complementary struc-
tures were presented in [110] and [43, 60, 117, 125] to improve classic LS structures.

Dynamic-type LS architectures

Another type of LS architecture was proposed in [50] and [20] by exploiting dynamic logic to
operate at lower voltage levels. The dynamic-type LS architectures require a circuitry for the
precharge phase of the dynamic logic.

5.2 Proposed level shifter architecture
The proposed architecture baptized herein as the weak contention level shifter (WCLS) is com-
posed of a DCVS-based structure (dashed box in Fig. 5.2). WCLS is quite similar to CMLS in
Fig. 5.1a, however a fundamental difference exists at gate terminals of transistors 3 and 4 (cf.
Fig. 5.2) that are connected, respectively, to the signals FB and FB of the output buffers.

FB and FB, which are generated after the DCVS-based structure output, ensure that tran-
sistors 3 and 4 change their voltage levels only after the output VX has changed. The delay of
this feedback signals has to be controlled to certify that V 2 and V 1 nodes has fully switch to
Gnd or VDDH before these signals affect transistors 3 and 4. To reduce the leakage of this LS
architecture, even under ultra-low voltage operation, every branch of the DCVS-based structure
must switch completely after an input transition arrives at EVDDH.

When EVDDH switches from Gnd to VDDL, the node V 2, already charged to VDDH, will dis-
charge toGnd. Transistor 3 was already cut by the signal FB, previously settled to VDDH. When
discharging, the signal V 2 will activate transistor 2, enabling the node V 1 to charge, if consid-
ered that transistor 4 was already activated by the signal FB, previously set to Gnd. Once V 1

Fig. 5.2: The proposed LS architecture baptized WCLS.
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has been set to VDDH, forcing FB to Gnd, transistor 3 will be activated, and the signal FB will
deactivate transistor 4, preparing each branch of the DCVS-based structure for the next input
transition at EVDDH. As transistor 4 is open, in the next transition of EVDDH to Gnd, the node
V 1 will discharge toGnd, fast and free of the contention normally imposed by the PUN in other
state-of-the-art LS architectures.

5.3 Simulation results and analysis
This section describes simulation experiments, analyzes, and compares results of recent and
effective state-of-the-art LS architectures (CMLS [127], LANLS [64], and CAOLS [14]) shown
in Fig. 5.1 with our proposition WCLS in Fig. 5.2.

5.3.1 Description of simulation experiments
Electrical-level simulations were done using low threshold voltage (LVT) transistors from a
commercial technology UTBB FD-SOI 28 nm. For the sake of fair comparison, the W/L ratios
of each transistor in the DCVS-based structures of CAOLS and LANLS were firstly reproduced
from the paper references and optimized with the minimum size that makes them functional.
A periodic pulse was applied at EVDDH with a frequency of 50 MHz and an amplitude of VDDL,
while the output VX was loaded by 20 minimum-sized inverters of the technology. In the case
of CMLS and WCLS circuits, the transistors were set to the technology’s minimum sizes Wmin

and Lmin. The performance of both these LS architectures could be enhanced thanks to higher
W/L ratio of the transistors in the PDNs of the DCVS-based structure.

A parametric analysis simulation was performed varying VDDL of each LS architecture, and
keeping VDDH at 1 V. For each simulation, the following three figures of merit were considered:
delay, static power, and transition energy, as shown in Fig. 5.3. Moreover, a Monte Carlo
simulation has been done to evaluate the reliability of the proposed architecture against process
variations. Scattering plots for 2000 runs are presented in Fig. 5.4.

5.3.2 Comparison of LS architectures
Fig. 5.3 shows three graphics describing on their axis y average results of delay (a), static power
(b), and transition energy (c); all of them in function of VDDL. The minimum VDDL reachable by
each LS architecture are approximately:

• CAOLS [14] (gray): 0.37 V;

• LANLS [64] (green): 0.32 V;

• WCLS [this work] (red): 0.19 V;

• CMLS [127] (blue): 0.37 V.

The best results in terms of delay, static power, and transition energy are for CMLS and
WCLS, showing similar trends within the VDDL range between 0.4 V and 1 V. In fact, the ex-
planation is that both LS architectures have the same DCVS-based structure. Moreover, for this
VDDL range, the PDN is strong enough if compared to the PUN, allowing to quickly discharge the
nodes V 2 (V 1) when the transistor 3 (and 4) are activated by EVDDH (EVDDH). For VDDL lower
than 0.37 V, the PDN current of the CMLS architecture is lower than the PUN current, then V 2
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Fig. 5.3: Normalized average results of delay, static power, and transition energy for each LS
architecture with fixed nominal VDDH = 1 V and EVDDH switching from Gnd to VDDL as well
as from VDDL to Gnd. All points of these graphics and those in Fig. 5.4 are normalized to
the results of the technology’s standard LVT inverter cell with minimum drive capability. The
average delay, static power, and transition energy of this reference inverter are 4.88 ps, 4.35 nW,
and 0.43 fJ under the same conditions: typical corner, nominal VDD = 1 V, and T = 27 ◦C.

and V 1 nodes are not discharged when required, making it impossible to switch. Otherwise,
for the same VDDL range, WCLS continues operating because transistor 3 (and 4) were cut-off
by the signal FB (FB) after the occurrence of the last transition of EVDDH, and before the
next transition of EVDDH (EVDDH) arrives (from Gnd to VDDL), letting node V 2 (V 1) discharging
almost without any opposition of the PUNs.

For VDDL of 0.4 V, and applying transitions at EVDDH from Gnd to VDDL and from VDDL to
Gnd, we notice the average delay of LANLS exceeds the WCLS’s average delay by a factor of
at least 11. CAOLS and LANLS consume also significantly higher static power than WCLS.
In terms of average transition energy, the CAOLS and LANLS overheads are, respectively, 4
and 2 times higher than WCLS costs. For CAOLS, as the ratios W/L of the transistors 1, 2, 6,
and 7 are low, the PUNs of the WCM structures are very weak, enabling the PDNs effectively
discharging through the branches of the transistors 4 and 9, for a wider VDDL range. Nevertheless,
CAOLS is not effective for VDDL lower than 0.37 V. Similar effects are observed for LANLS that
operates up to 0.32 V. The technique that dynamically weakens the PUN is not effective if VDDL

is lower than 0.32 V as the PDN drive gets weaker than the PUN drive under this ultra-low
voltage condition. The same argument is used to justify how the LS delay is longer for CAOLS
and LANLS than for WCLS. WCLS is the only studied option that isolates almost completely
the PUNs and the PDNs, allowing the already charged branch of the DCVS-based structure to
discharge practically without opposition of the PUNs. Even under ultra-low VDD condition, the
PDNs of WCLS are able to discharge the nodes V 1 and V 2.

Fig. 5.4 details measures of the transition energy and static power in function of the delay
of each LS. As this work has looked for the lowest power consumption and the shortest delay,
the best LS results within the simulated conditions is the ones closest to the lower-left corner of
the scatter plot. According to this aspect, the most stable LS architecture is the CMLS because
their points are more concentrated and closer to the lower-left corner. On the other hand, the
most stable LS architecture in terms of delay is the WCLS as their points are the least spread on
the axis x. It is due to the absence of PUN contention, which leads to a stabler discharge of each
branch, even under process variations. If the transition energy is analyzed, the CMLS is the
most stable solution. Finally, for a static power analysis, LANLS and CMLS are the stablest,
presenting almost the same behavior under process variations.
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Fig. 5.4: Monte Carlo simulation for 2000 runs (VDDH = 1 V, VDDL = 0.45 V, frequency of
50 MHz and T = 27 ◦C)

5.4 Conclusions
This chapter presents a novel LS architecture able to provide VDDH from ultra-low VDD at expense
of low delay, static power, and transition energy. Thanks to feedback signals coming from the
buffers connected at the LS output, the current contention issue is efficiently mitigated, leading
to an almost total isolation between PUN and PDN (of a DCVS-based structure branch) before
the discharge of it.

The proposed WCLS is suitable for implementations at the interface between multiple VDD

domains, transferring data at sub-threshold VDD to above Vth. As it is controllable by a circuitry
operating at ultra-low VDD, WCLS is also convenient for controlling BB schemes that use ultra-
low VDD in UTBB FD-SOI systems. Both DVS and BB techniques operating at ultra-low VDD

are fundamental in the today’s low-power demand for IoT devices.
A future work is to devise a complementary WCLS architecture able to shift VBS to negative

voltage levels. A complete ultra-low voltage solution will be thus proposed for performing
reverse and forward BB in complex integrated systems.
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Chapter 6

Ultra-low voltage asynchronous circuits in
FD-SOI technology
Among state-of-the-art power management techniques, reducing the operation voltage (Vdd)
of circuits is a traditional method to decrease power consumption. However, low Vdd makes
circuits more vulnerable to process, voltage, and temperature (PVT) variations [142], causing
timing uncertainties that can lead to clock assumption violations in synchronous circuits.

In this context, asynchronous circuits appear as an alternative solution for addressing power
consumption issues and ensuring high system reliability at lower Vdd levels. As their own data
flow is used to locally synchronize information between parts of the system, delay variations
are much more tolerable. Thus, asynchronous circuits are intrinsically more robust to PVT
variations, especially the quasi-delay insensitive (QDI) class that enables operation at ultra-low
Vdd.

The data driven processing between asynchronous blocks makes the system more modular,
and the inclusion of local voltage scaling techniques is much easier. In addition, extended
low-power features are exploitable from the recent Fully-Depleted Silicon On Insulator (FD-
SOI) process. Thanks to a more efficient control of the body biasing effects on the transistor
channel [9], the FD-SOI technology provides the option of setting different threshold voltages
(Vth) even during system operation. Therefore, local synchronization signals can be used to
control biasing of asynchronous blocks’ substrates, which enables power reductions or speed
improvements [45].

Automatic power reduction strategy on QDI asynchronous circuits with body biasing fea-
tures in FD-SOI technology has been proposed and analyzed in [45]. Furthermore, power be-
havior of an asynchronous architecture have been compared with its synchronous counterpart
in a classic bulk CMOS 130 nm technology [21]. In order to apply voltage scaling techniques
to decrease Vdd of integrated systems and to profit the full low-power potential of the FD-SOI
body biasing features [30, 72], additional studies and analysis are still required, especially to
define and compare the minimum operation voltages of asynchronous case-study circuits in
FD-SOI technology. In this chapter, we present a comparison of an asynchronous arithmetic
logic unit (ALU) with its synchronous version, both designed in FD-SOI 28 nm. Results in
terms of data throughput, power consumption, and energy per bit are analyzed at different Vdd
levels. The works of this chapter are within the thesis context of my Ph.D. student Thiago Leite,
it was presented in the international conference PATMOS 2016.

Section 6.1 of this chapter presents fundamental concepts of asynchronous circuits and FD-
SOI technology, and section 6.2 discusses how QDI features are exploitable for saving power.
Section 6.3 describes the case-study circuits analyzed in this work, and in sections 6.4 and 6.5
comparative results and final conclusions are highlighted.
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6.1 Asynchronous circuits and FD-SOI technology

6.1.1 Synchronous vs. asynchronous circuits

Synchronous circuits are architectures with data flow governed by a global signal: the clock.
Therefore, it determines circuit’s performance and strongly influences its power consumption.
A classical representation of a clocked system is shown in Fig.6.1a.

The synchronous design approach has been dominant and widely used by the industry, how-
ever reliability and security issues of today’s complex integrated systems push researches for
seeking alternative solutions.
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Fig. 6.1: Typical representations of synchronous (a) and asynchronous (b) systems.

A different technique to synchronize data is used by asynchronous circuits. They have
the global clock replaced by a local communication protocol. Consequently, data flows from
a pipeline stage of the system (sender) to the following one (receiver) as soon as the latter
finishes processing previous inputs. A typical representation of an asynchronous system is
shown in Fig.6.1b. When the leftmost logic block finishes the computation of a result, the
leftmost memory block responds with an acknowledgment signal, allowing the acquisition of
new input data. The same synchronization procedure is executed in every pipeline stage of the
architecture.

The absence of a global synchronizing signal in asynchronous circuits gives them certain ad-
vantages if compared to its synchronous equivalent, namely: lower power consumption, robust-
ness toward PVT variations, less electromagnetic noise emission, better modularity, no clock
distribution and skew issues [95].

56 Rodrigo POSSAMAI BASTOS



6.1.2 QDI asynchronous circuits
There are different methods to conceive asynchronous circuits that differ from each other in
the number of timing assumptions used to implement sequencing [74]. The class of Quasi-
Delay Insensitive (QDI) asynchronous circuits, which is the design approach used in this work,
can operate correctly with only a few assumptions on certain forks [73]. The reduced number
of timing assumptions makes QDI asynchronous circuits very robust and appropriate for low-
power operation.

The logic blocks depicted in Fig.6.1b were designed in this work by using Delay Insensitive
Min-terms Synthesis (DIMS) [123]. This design method allows to generate robust architec-
tures, which are suitable for low Vdd operation. Furthermore, the memory blocks, represented
in Fig.6.1b, were designed as half buffers. They memorize data between pipeline stages and
implement the 4-phase Weak-Conditioned Half-Buffer (WCHB) communication protocol [67].

6.1.3 FD-SOI technology
The continuous scale down of transistors to nodes beyond 40 nm brought to the spotlight some
phenomena previously neglected: short channel effects and random dopant fluctuation, for ex-
ample. Therefore, manufacturing technologies different than classical Bulk started been indi-
cated as possible solutions to overcome these issues and allow progression of performance and
scale enhancements in the deep sub-micron era.

In this context, the Fully Depleted Silicon on Insulator (FD-SOI) technology has been indi-
cated as one of the candidates for designing circuits that enable low voltage operation and yet
achieve a much better performance than bulk could provide in CMOS advanced nodes [8]. A
comparison of classical bulk and FD-SOI PMOS transistors is illustrated in Fig. 6.2.

In the FD-SOI technology, a buried oxide (BOX) layer is added to the substrate, electrically
isolating the body, also known as back plane, from the source, drain and channel. The latter is
undoped, significantly reducing the random dopant fluctuation issues. Additionally, source and
drain are raised, causing a decrease in the contact resistance [102].

Well taps connected to the back plane enable coupling it to a body bias (VB), which allows
fine grain tuning of transistors threshold voltage (Vth) [102]. A wide VB range is achievable as
result of electrical isolation between back plane and source/drain provided by the BOX. Hence,
it is possible to decrease Vth to boost operating speed, at the cost of high dynamic and static
power consumption, or on the contrary, it is possible to increase Vth in order to reduce power
consumption, at the cost of performance degradation.
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Fig. 6.2: Layout cross section of classical bulk (a) and FD-SOI (b) PMOS transistors.
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Designers have the option of using either Low Vth (LVT) transistors or Regular Vth (RVT)
transistors depending on their needs. If RVT transistors are chosen, the gates have a conven-
tional well configuration, see Fig. 6.3a. In this case, transistors can have their Vth further
increased to reduce leakage by applying a Reverse Body Biasing (RBB) technique. Conversely,
if LVT transistors (flip well configuration) are chosen (Fig. 6.3b), their Vth can be further re-
duced by applying a Forward Body Biasing (FBB) technique. This type of transistor is generally
used for high performance applications. In both cases (conventional or flip well), the limit of
body bias (VB_(NMOS) or VB_(PMOS)) that can be applied is the breakdown voltage between p-well
and n-well.
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Fig. 6.3: Layout cross section of a FD-SOI CMOS inverter by using conventional well (RVT
transistors) (a) and flip well (LVT transistors) (b) configurations.
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6.2 Exploiting intrinsic features of QDI asynchronous circuits
for saving power

Traditional power saving strategy for integrated systems simply applies lower operation voltages
rather than the nominal one. Low voltages, however, increase the delay of system components,
making timing violations more probable in clock-based circuits like the synchronous ones.

Asynchronous circuits, otherwise, are well suited for operating in a wide Vdd range, espe-
cially QDI asynchronous circuits that present three intrinsic features enabling ultra-low voltage
operation and on-the-fly power management of integrated systems:

1. the absence of a clock eliminates several related timing assumptions;

2. the tolerance to any delay variation on their gates and on majority of their wires;

3. the modularity and operation by using data-based request and acknowledgement signals
between blocks.

At the expense of a delay increase on their gates, QDI circuits are, therefore, able to op-
erate with low voltages for saving power. Furthermore, as low voltage operation has been
demonstrated in FD-SOI synchronous circuits [30,72], previously mentioned properties of QDI
circuits in association with body biasing FD-SOI advantages are fully exploitable to optimize
speed and power of asynchronous components operating at low voltages [45].

Design strategies for controlling the body bias of system’s blocks have been exploited the
modularity of asynchronous pipeline stages [45]. Fig. 6.4 abstracts one of the strategies pro-
posed by Hamon and Beigne. Note that special elements, named boost cells, play such as
voltage-level shifters (further details in chapter 5) for biasing the system’s blocks. In addi-
tion, simple logic circuits responsible for detecting switching activity in asynchronous system’s
blocks are required, enabling, consequently, the boost cells.
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Fig. 6.4: Body biasing strategy applied on an asynchronous circuit [45].
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6.3 Case-study circuits: synchronous and asynchronous ALU
As previously mentioned in the introduction, an 8-bit ALU was used in this work as a case-
study. This circuit has been specifically chosen since it is one of the most important blocks
in modern processors. The designed architecture can compute either addition, subtraction, or
bitwise logic operations. Fig. 6.5 depicts the proposed ALU architecture. It is composed
of three stages of pipeline. The first one is the input stage, with de-multiplexers for either
arithmetic or logic operation; the second stage is the execution stage, in which the logic and
arithmetic units compute their corresponding output; and the third stage of pipeline is the output
selection stage. Both synchronous and asynchronous circuits were equally pipelined and have
logic blocks with the same functionality. Thus, both circuits are composed of:

• One 8-bit Sklansky Adder, which computes the operations of addition and subtraction;

• One 8-bit Logic Unit for computing AND, OR and XOR logic operations;

• Several multiplexers and de-multiplexers necessary to correctly select the required oper-
ations.
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Fig. 6.5: ALU general architecture, designed in synchronous and asynchronous versions.

The difference between the synchronous and asynchronous implementation of the proposed
architecture is that the former has registers as memory blocks and is entirely composed of stan-
dard cells. The latter, on the other hand, has half-buffers as memory blocks and was designed
by using standard cells and some asynchronous dedicated circuits, i.e., C-elements. Moreover,
the asynchronous logic blocks were built by using DIMS, as detailed in section 6.1.

The synchronous ALU was described in VHDL, at structural level, with the same blocks
used in the asynchronous circuit. The hardware description was then synthesized for a target
voltage of 1 V. Subsequently, the generated verilog gate level netlist was converted to a SPICE
netlist, so that electrical simulations could be performed. On the other hand, for the asyn-
chronous design, the same blocks previously described were directly designed at spice level,
using a QDI dual-rail 4 phase asynchronous encoding. Details on the simulation environment
will be given in section 6.4.

It is widely known that QDI designs present a considerable area overhead if compared to
a synchronous equivalent, as reported by [21]. In fact, to cope with the extra robustness, the
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asynchronous ALU present a significant area overhead compared to the synchronous circuit. In
this study-case, the functional blocks of the asynchronous circuit are 1.8x to 2.5x larger than
the synchronous functional blocks, which leads to a total of approximately 2.3x area overhead
in the asynchronous ALU.

6.4 Synchronous and asynchronous ALU results

6.4.1 Simulation environment
The synchronous and asynchronous ALU spice netlists, obtained as detailed in section 6.3,
were simulated with Regular Threshold Voltage (RVT) transistors of FD-SOI 28nm technology.
Each netlist was connected to a Linear Feedback Shift Register (LFSR) so that it could generate
the input vectors. Afterwards, electrical simulations were performed with the circuit, ALU and
LFSR, for a fixed amount of time with different levels of Vdd, ranging from nominal 1.0 V down
to 0.4 V. This procedure was the same for both circuits, synchronous and asynchronous. Some
precautions needed to be taken into account in simulations with the synchronous design though.
For each simulation scenario, it was necessary to adjust the clock frequency to prevent timing
violations. Moreover, to allow a fair comparison with the asynchronous counterpart, the clock
frequency was adjusted to the fastest possible for each Vdd, ensuring maximum performance
of the synchronous ALU through all simulations. A script was used to automatically tune the
clock frequency for each simulation.

With the asynchronous design, however, no special adjustment needed to be done to ensure
correct behavior and maximum performance at each Vdd. In fact, as previously mentioned in
section 6.2, QDI circuits are intrinsically robust to voltage variation. Furthermore, the local
handshake protocol, used by the asynchronous counterpart, ensures that it will always operate
at its maximum speed.

6.4.2 Results and comparative analysis
After performing the simulations described in subsection 6.4.1, results in terms of power con-
sumption, data throughput and energy efficiency were obtained. Fig. 6.6 shows the average
power consumption of the synchronous and asynchronous designs, for different Vdd levels un-
der three corner conditions: TT, FF and SS. Fig. 6.8 illustrates the measured throughput of both
circuits at the same Vdd levels. The throughput has been chosen as figure of merit for perfor-
mance comparison between the designs since it can be easily measured in both synchronous and
asynchronous designs. One can remark that the throughput of the synchronous circuit is directly
determined by the clock frequency. Hence the importance of implementing a clock frequency
scaling mechanism, as section 6.4.1 describes.

Fig. 6.7 depicts the results of energy per bit for synchronous and asynchronous designs. A
lower value of energy per bit represents a better efficiency.

It is important to highlight that a zoom of the graphics was added in Fig. 6.6 and 6.8, in
order to increase the visibility and details of the curves when reaching low voltages (between
0.5V and 0.4V, for instance).

The figures illustrate the trade-off between power and performance in FD-SOI technology.
Comparing Fig. 6.6 and 6.8, it can be noticed that as Vdd is reduced, so does the throughput.
For example, when Vdd is decreased from 1 V to 0.8 V, there is a reduction of approximately
30% and 44% in the synchronous and asynchronous architectures performance, respectively.
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Fig. 6.8: Data throughput of synchronous and asynchronous ALU in different Vdd conditions.

Fig. 6.6 points out that the asynchronous ALU has a lower average power consumption
– if compared to the synchronous one – in every simulated operation voltage. This result is
explained by the intrinsic QDI asynchronous properties, which ensure switching activity only in
blocks that are processing some data. In synchronous designs, otherwise, inadvertent transistors
also switch, which increases the dynamic power consumption. Moreover, corner curves in
Fig. 6.6 for typical (TT), slow (SS), and fast (FF) synchronous circuit are steeper than the
asynchronous ones. This confirms that the synchronous design is much more sensitive to voltage
variations than the asynchronous design. Additionally, SS and FF corner curves for synchronous
design are more widely spaced than asynchronous ones, which indicates that the synchronous
circuit is also more sensitive to process variations.

On the contrary, Fig. 6.8 shows that the performance of the synchronous ALU is better for
values close to the nominal voltage, however it gets closer to asynchronous performance if Vdd
decreases. Again, synchronous performance is more sensitive to Vdd changes – if compared
to its asynchronous counterpart – because it has higher slope in the throughput curve in Fig.
6.8. Finally, if energy efficiency is analyzed, Fig. 6.7 shows that the energy per bit ratio is
lower in the asynchronous circuit. In the case of operation voltage bellow 0.5 V, the throughput
degradation becomes quite severe in the synchronous design. Its energy per bit ratio thus starts
growing, indicating that the throughput degradation overcomes the power consumption reduc-
tion trade-off. The main reason for that is the enormous amount of timing margin that has to be
added to the clock at very low Vdd, which makes the synchronous circuit spends leakage power
for much longer interval. The same behavior is not observed in the asynchronous counterpart
for Vdd equals to 0.4 V. Hence, for Vdd levels lower than 0.5 V, the usage of QDI asynchronous
instead of classical synchronous architectures is more suitable.
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6.5 Conclusions
A synchronous and an asynchronous ALU circuits in FD-SOI 28 nm have been designed in
this work. The goal was to compare and analyze the behavior of these circuits operating at
low voltages and in FD-SOI technology. Thanks to natural asynchronous properties, the asyn-
chronous ALU presents a better energy efficiency in all simulated Vdd conditions. Furthermore,
with Vdd lower than 0.5 V, the asynchronous architecture becomes predominantly much more
power efficient. Although QDI asynchronous design leads to almost the double of area than
its synchronous counterpart, it has been noticed that it is intrinsically robust, and thus suitable
for applications requiring high reliability and security. The synchronous design, otherwise, has
to be adapted by receiving extra circuitry that may make it robust to situations in which asyn-
chronous design is already prepared to face. Results of this work allows to define new voltage
scaling strategies for FD-SOI 28-nm asynchronous circuits, and in addition with the body bias-
ing features of this technology, more power savings can be envisioned. Ongoing works analyze
the synchronous and asynchronous ALU circuits with different body biasing voltages.
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Chapter 7

Conclusions and perspectives
A post-fabrication testing method for detecting hardware Trojans (HT), a run-time testing mech-
anism for detecting transient faults (TF), and a bias scheme for adaptively compensating voltage
threshold (Vth) variations, as well as optimizing power and speed of integrated systems, are
presented and discussed in this work. All proposed techniques monitor the body terminals of
transistors, fully exploiting modern advanced fabrication processes, such as the UTBB FD-SOI
technology, which efficiently control the body biasing effects on transistor channels, allowing
the application of wider ranges of body-to-source voltage (VBS) levels without risks of collateral
consequences like CMOS latch-ups.

State-of-the-art run-time testing mechanisms for detecting TF have been evaluated in this
work by using a simulation-based method proposed in chapter 2. Results provide a rank in terms
of their effectivenesses in detecting TF, revealing the bulk built-in current sensors (BBICS) as
the most efficient solution. BBICS integrates the high concurrent error detection efficiency
of costly techniques (duplication with comparison) with the low area and power overheads of
less efficient run-time testing mechanisms (time redundancy schemes). Moreover, unlike most
existing TF-detection techniques, the BBICS is also able to detect long-duration and multiple
TF, a major problem in intentional fault-based attacks targeting to break the security of inte-
grated systems. For this reason, available BBICS architectures in literature have been studied
and compared in this work with regard to their sensitivities in detecting TF. Chapter 3 presents
such comparison results and a novel BBICS architecture with enhanced TF-detection sensitivity,
negligible power consumption, and lower area penalty than its antecedents.

Furthermore, we have discovered a second function for the BBICS: the detection of HT.
Chapter 4 details our post-fabrication testing method that takes advantage of the BBICS as an
offline-testing mechanism for detecting HT. As this type of sensor monitors body terminals of
system’s subcircuits, the proposed method is capable to identify any slight HT-induced varia-
tions on the electrical impedance of subcircuits by simply injecting a short train of current pulses
into body terminals, and analyzing digital signatures provided by the BBICS. At run time, the
same BBICS operates as an online-testing mechanism for detecting TF. This method adds a
new category to the classical taxonomy of side-channel analysis-based techniques, it is indeed
the first work that analyzes as a side channel the digital signatures related to the impedance of
subcircuit’s n-well or p-well regions.

Partitioning integrated systems into subcircuits having single n-well or p-well regions al-
lows, in addition to individually manage them at run time, better controlling Vth variations,
power, and speed. Chapter 5 of this work presents a new architecture of a specific built-in cell
that is mandatory to dynamically adapt the body bias of small subcircuits: a level shifter (LS).
With reasonable area, power, and delay penalties, the proposed LS cell is fully suitable for
fine-grained systems such as circuits designed with asynchronous logic, which is intrinsically
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modular due to the absence of a clock. For this purpose, chapter 6 discusses advantages of ap-
plying body biasing schemes on asynchronous circuits designed in UTBB FD-SOI technology,
besides underlining the better energy efficiency of an asynchronous 8-bit ALU – compared with
its synchronous counterpart – and its lower voltage operation thanks to its reduced number of
timing assumptions.

7.1 Short-term perspectives
Putting into perspective the works proposed and discussed herein, we immediately note all them
exploit the body terminals of transistors, and hence, in the near future, the first major insight
is to merge their main actors (BBICS and LS), promoting the creation of a never seen before
unique cell having quintuple function: (1) detection of big or slight stealthy HT; (2) detection
of single, multiple, short-duration, or long-duration TF; (3) compensation of Vth alterations
induced by aging, PVT variations, or body bias modifications; (4) optimization of the system’s
trade-off between low power and high speed; and (5) operating alike with the classical filler
cells of typical integrated circuit design flows, i.e. filling intra-core spaces that are intentionally
left between regular standard logic cells for a successful place and route of all them, moreover
connecting, evidently, body terminals of transistors to power rails. The envisioned quintuple
function cells could, therefore, replace the classical filler cells, or some of them, helping to
mitigate the already low area overhead imposed by the elements of the BBICS and LS circuitry.

Complementary to the development of such a unique cell, our ongoing works are studying
optimal hardware schemes able to identify switching activities in subcircuits of asynchronous
pipelines and, shortly afterward, drive LS cells for adaptively biasing body terminals of sub-
sequent subcircuits in asynchronously-pipelined systems. This envisioned body bias schemes
could thus play to automatically control the system power and speed, applying low-power body
bias conditions on inactive subcircuits, and high-speed body bias conditions on active subcir-
cuits. In case of quasi-delay insensitive (QDI) asynchronous systems, the circuitry of body bias
schemes would analyze request and acknowledgement signals between subcircuits and their in-
put data, which are normally encoded, for instance, through dual rails that allow to represent
four states: 01 (valid data 1), 10 (valid data 0), 00 (invalid data), and 11 (forbidden state ap-
pearing only in error situations). Accordingly, the same logic gates of the body bias schemes
could be exploited to also provide alarm signals indicating the occurrence of forbidden states,
empowering asynchronous properties of detecting soft errors – i.e. bit flips induced in memory
elements by radiation or malicious sources.

Behind the adaptive body bias aspects of the envisioned cells, an additional function operat-
ing like human eyes is required to identify Vth alterations and appropriately inform LS cells in
the actions of compensating it. For that purpose, the astute properties of the asynchronous logic
can help us again with the design of high-resolution time-to-digital converters (TDC) that are
potentially able to measure delay deviations induced by Vth alterations in subcircuit elements.
TIMA laboratory has been studied asynchronous TDC architectures since 2016, getting prelim-
inary insights in calibrating high resolutions by using a method based on self-timed rings (STR)
or, alternatively, a hybrid solution having, for instance, a more stable oscillator with a coarse
grain resolution and a fine–grain resolution STR. A radiation hardness high-resolution TDC
will also be devised and qualified under radiation effects in the context of the project NanoBob
of the CSUG (Centre Spatial Universitaire de Grenoble). The works will start in 2018 with the
goal of lunching a nanosatellite in 2020. The devised TDC will have the role to sample photon
arrivals from the quantum communication between ground stations and the nanosatellite.
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7.2 Medium-term perspectives

Most our works exploit asynchronous circuits that have by nature several well-known advan-
tages in terms of security, reliability, and power, perfectly fitting with today’s demands of related
applications requiring such features. Even though asynchronous design style has been more reg-
ularly demanded by the microelectronics industry to improve, mainly, the security of systems,
the lack of steady and commercial tools for the specification, verification, and design of them
has oriented most of the research efforts to the that direction. Only a few works, however, have
paid attention in seeking solutions dedicated to test asynchronous circuits after fabrication, and
even less whether we take into account specific issues of advanced nanometer technology pro-
cesses. Relevant reference papers date back to 1995 [49], 2002 [7], 2004 [58], and more recently
2010 [35], 2011 [24], 2013 [99], and 2015 [112, 143].

The challenge for the testing of asynchronous circuits is directly associated to the breadth
of manners we can design them. Two known classes of asynchronous circuits are especially
attractive for the design of security systems in advanced technologies: (1) the micropipeline
circuits, which are quite similar to the classic synchronous architectures, operate with a local-
synchronization structure based on handshake that completely replaces the use of a clock net-
work. The data path is kept exactly such as in synchronous pipelines, requiring design efforts
close to the practices we find today in the industry; and (2) the QDI asynchronous circuits,
otherwise, have only a few timing assumptions on wires of critical forks. All other wires and
gates use an unbounded-delay model, making QDI circuits very robust to delay variations, and
a relevant option for applications that need high levels of security.

The reuse of traditional design for testing (DfT) mechanisms devised initially to synchronous
circuits, such as functional testing, built-in self test (BIST), scan chains, and automatic test
pattern generation (ATPG), is certainly a natural start point to derive new techniques able to
efficiently test asynchronous circuits. Nevertheless, the presence of an unbounded-delay model
in QDI circuits, and in the control part of micropipeline circuits, produces nondeterministic
conditions, and consequent difficulties for testing them with conventional DfT mechanisms and
commercial testers, all expecting circuit’s responses by clock cycle. As asynchronous circuits
have no determined time to conclude computations of input logic stimuli, testing methods have
to consider and define a suitable bounded-delay model in order to check if the asynchronous
device under test (ADUT) properly operates below a certain upper limit. The non-existence of a
clock cadence, moreover, complicates the controllability of the testing as well as the adaptation
of efficient step-based techniques that increase the fault coverage by scanning internal flip-flops.

A project beginning in October 2017 goals to propose new testing solutions that circum-
vent nondeterminism and controllability issues of micropipeline and QDI asynchronous circuits.
We plan to take advantage of existing testing methods and tester equipment dedicated to syn-
chronous circuits in order to limit costs and make the solution applicable by the industry. The
innovative aspects of this work are directly related to the testing of asynchronous circuits in ad-
vanced technologies. To the best of our knowledge, there are no works in literature that answer
such a question within the context of today’s complex technology processes. For that, we have
some insights to solve it by exploiting fault-induced deadlocks in asynchronous circuits, and
built-in current sensors to increase the fault coverage in delay-sensitive parts of the ADUT. Ad-
ditional challenge will be dealing with the reliability questions of advanced technologies, even
though asynchronous design paradigm is able to compensate them with its inherent robustness
properties.
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7.3 Long-term perspectives
Closing the perspective circle of near-future works related to the fields of the post-fabrication
test, run-time test, and adaptive body bias in asynchronous integrated circuits, we have incom-
ing fresh ideas to explore and devise new artificial intelligence (AI) features that would operate
to learn, memorize, and take decisions based on the history of the system behavior. For that,
our new challenges will be to search suitable neural networks capable to deal with local power
and data throughput of system subcircuits for smartly acting on the control of the body bias, and
thus eventually compensating Vth alterations provoked by aging and PVT variations. Towards
the addition of AI aspects in adaptive body bias schemes applied on asynchronous circuits, we
expect to research and invent built-in components that will transform adaptive asynchronous
systems into self-adaptive. Moreover, profiting from our background, expertise, and interna-
tional collaborations, we goal to evaluate how self-adaptive asynchronous systems react under
radiation-induced effects, qualify them, and propose more efficient countermeasures.

In the advent of AI systems, new design solutions will have to be devised, verified, and
tested, qualifying them under unprecedented situations of which we will have to predict as well.
Today’s and future many applications of integrated systems through autonomous electronics
mechanisms to tiny IoT devices will demand more and more the attention of researchers and
engineers. The society and industry’s dependence on such smart systems will further push the
research to find answers for issues related to the reliability, security, and power optimization,
opening to us new opportunities and perspectives.
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[10] BLAGOJEVIĆ, M., COCHET, M., KELLER, B., FLATRESSE, P., VLADIMIRESCU, A.,
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Czech Republic. Digest of Papers... [S.l.]: IEEE Computer Society, 2010-a.

(2) POSSAMAI BASTOS, R. P.; MONNET, Y.; SICARD, G.; KASTENSMIDT, F. L.; RE-
NAUDIN, M.; REIS, R. A Methodology to Evaluate Transient-Fault Effects on Asynchronous
and Synchronous Circuits. In: EUROPEAN TEST SYMPOSIUM, ETS, 14., 2009, Seville,

Univ. Grenoble Alpes, Grenoble INP, CNRS, TIMA Laboratory 89



Spain. Digest of Papers... [S.l.] : IEEE Computer Society, 2009-a.

(1) POSSAMAI BASTOS, R. P.; KASTENSMIDT, F. L.; REIS, R. Design of a Robust 8-Bit
Microprocessor to Soft Single Event Effects. In: LATIN AMERICAN TEST WORKSHOP,
LATW, 7., 2006, Buenos Aires, Argentina. Digest of Papers... [S.l.]: IEEE Computer Society,
2006-a. p. 137-142.

2.5 Colloques nationaux

(9) ROLLOFF, O.A.; JADUE, A. R. I; LEITE, T. F. P.; POSSAMAI BASTOS, R. P.; FES-
QUET, L. Body Bias Control Cells based on Negative- and Positive-Level Shifter Architectures
in Technology FD-SOI 28 nm. In: JOURNEES NATIONALES DU RESEAU DOCTORAL EN
MICRO-NANOELECTRONIQUE, JNRDM, 20., 2017, Strasbourg, France. Digest of Papers...
[S.l.:s.n], 2017.

(8) ROLLOFF, O.A.; LEITE, T. F. P.; POSSAMAI BASTOS, R. P.; FESQUET, L. Analysis
of granularity for automatic biasing control in FDSOI technology with low-voltage supply. In:
JOURNEES NATIONALES DU RESEAU DOCTORAL EN MICRO-NANOELECTRONIQUE,
JNRDM, 19., 2016, Toulouse, France. Digest of Papers... [S.l.:s.n], 2016.

(7) LEITE, T. F. P.; POSSAMAI BASTOS, R. P.; FESQUET, L. Low-Power Asynchronous
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RESEAU DOCTORAL EN MICRO NANOELECTRONIQUE, JNRDM, 19., 2016, Toulouse,
France. Digest of Papers... [S.l.:s.n], 2016.

(6) GUIMARÃES, L. A.; POSSAMAI BASTOS, R. P.; FESQUET, L. A New Proposition on
Hardware Trojan Activation. In: JOURNEES NATIONALES DU RESEAU DOCTORAL EN
MICRO-NANOELECTRONIQUE, JNRDM, 18., 2015, Bordeaux, France. Digest of Papers...
[S.l.:s.n], 2015.

(5) SIMATIC, J.; POSSAMAI BASTOS, R. P.; FESQUET, L. Flot de conception pour l’ultra-
faible consommation : échantillonnage non-uniforme et électronique asynchrone. In: JOURNEES
NATIONALES DU RESEAU DOCTORAL EN MICRO-NANOELECTRONIQUE, JNRDM,
18., 2015, Bordeaux, France. Digest of Papers... [S.l.:s.n], 2015.

(4) POSSAMAI BASTOS, R. P.; DI NATALE, G.; FLOTTES, M.L.; ROUZEYRE, B. Cal-
ibrating Bulk Built-in Current Sensors for Detecting Transient Faults. In: COLOQUE DU
GROUPEMENT DE RECHERCHE SYSTEM-ON-CHIP ET SYSTEM-IN-PACKAGE, GDR-
SOC-SIC, 2012, Paris, France. Digest of Papers... [S.l.:s.n], 2012.

(3) POSSAMAI BASTOS, R. P.; DI NATALE, G.; FLOTTES, M.L.; ROUZEYRE, B. Tim-
ing Issues of Transient Faults in Concurrent Error Detection Schemes. In: COLOQUE DU
GROUPEMENT DE RECHERCHE SYSTEM-ON-CHIP ET SYSTEM-IN-PACKAGE, GDR-
SOC-SIC, 2011, Lyon, France. Digest of Papers... [S.l.:s.n], 2011.

(2) POSSAMAI BASTOS, R. P.; KASTENSMIDT, F. L.; REIS, R. Design of a Robust 8-Bit
Microprocessor to Soft Single Event Effects. In: SOUTH SYMPOSIUM ON MICROELEC-
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(1) POSSAMAI BASTOS, R. P.; KASTENSMIDT, F. L.; REIS, R. Designing Low Power Em-

90 Rodrigo POSSAMAI BASTOS



bedded Software for Mass-Produced Microprocessor by Using a Loop Table in On-Chip Mem-
ory. In: SOUTH SYMPOSIUM ON MICROELECTRONICS, SIM, 20., May 6-7, 2005, Santa
Cruz do Sul, RS, Brazil. Proceedings. . . Porto Alegre, RS, Brazil: Universidade de Santa Cruz
do Sul, UNISC, 2005-a. p. 137-140.

2.6 Colloques régionaux

(5) CENTENO, P. C. ; POSSAMAI BASTOS, R. P. ; REIS, R. . Simulação de Circuitos As-
síncronos QDI no Nível de Transistores sob o Efeito de Injeção de Falhas. In: SALÃO DE
INICIAÇÃO CIENTÍFICA, SIC, 18., 2007, Porto Alegre, RS. Livro de Resumos.... Porto Ale-
gre, RS : Universidade Federal do Rio Grande do Sul, UFRGS: Resumo, 2007.

(4) MANITO, R. ; POSSAMAI BASTOS, R. P. ; REIS, R. . Simulação de Circuitos Robustos
através de Injeção de Falhas no Nível de Portas Lógicas.. In: SALÃO DE INICIAÇÃO CIENTÍ-
FICA, SIC, 17, 2006, Porto Alegre, RS. Livro de Resumos.... Porto Alegre, RS : Universidade
Federal do Rio Grande do Sul, UFRGS: Resumo, 2006.

(3) PIAZZA, A. ; POSSAMAI BASTOS, R. P. ; PALUDO, L. H. ; LOUREIRO, L. T. R.
. Acionamento Microcontrolado de Motor de Passo Através de Sinais Infravermelho Padrão
RC5. In: SALÃO DE INICIAÇÃO CIENTÍFICA, SIC, 13., 2001, Porto Alegre, RS. Livro de
Resumos.... Porto Alegre, RS : Universidade Federal do Rio Grande do Sul, UFRGS: Resumo
002, 2001. p. 649.

(2) POSSAMAI BASTOS, R. P. ; SUSIN, A. A. . Sistema Microprocessado de Medição de
Vibração para Aquisição em Tempo Real. In: SALÃO DE INICIAÇÃO CIENTÍFICA, SIC,
13., 2001, Porto Alegre, RS. Livro de Resumos.... Porto Alegre, RS : Universidade Federal do
Rio Grande do Sul, UFRGS: Resumo 191, 2001. p. 223.
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MARCAL, R. F. M. Sistema de Medição de Vibração com Acelerômetro de Estado Sólido.. In:
SALÃO DE INICIAÇÃO CIENTÍFICA, SIC, 12., 2000, Porto Alegre, RS. Livro de Resumos....
Porto Alegre, RS : Universidade Federal do Rio Grande do Sul, UFRGS: Resumo 011, 2000. p.
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Chapter 3

Encadrements scientifiques

3.1 Thèses de doctorat (soutenances en début décembre 2017)

(2) Jean Simatic :
Titre de la thèse : Flot de Conception pour l’Ultra-Faible Consommation : Échantillonnage
Non-Uniforme et Électronique Asynchrone.
Université : UGA et Grenoble INP.
École Doctorale : Electronique, Electrotechnique, Automatique et Traitement du Signal (EEATS).
Spécialité : Nano Electronique et Nano Technologies (NENT).
Début : 01/12/2014.
Soutenance : 07/12/2017.
Direction : Laurent Fesquet (70 %).
Co-encadrement : Rodrigo Possamai Bastos (30 %).
Conférences internationales : ASYNC 2017, SBCCI 2016, EBCCSP 2016 et DATE 2016.
Distinction : Runner-up best paper award in SBCCI 2016.

(1) Leonel Acunha Guimarães :
Titre de la thèse : Testing Techniques for Detection of Hardware Trojans in Integrated Circuits
of Trusted Systems.
Université : UGA et Grenoble INP.
École Doctorale : Electronique, Electrotechnique, Automatique et Traitement du Signal (EEATS).
Spécialité : Nano Electronique et Nano Technologies (NENT).
Début : 01/10/2014.
Soutenance : 01/12/2017.
Direction : Laurent Fesquet (30 %).
Co-encadrement : Rodrigo Possamai Bastos (70 %).
Conférences internationales : DATE 2018, ISVLSI 2017, DAC 2017 et DTIS 2016.
Revue internationale : MEJ 2017.

3.2 Thèses de doctorat en cours

(4) Ricardo Aquino Guazzelli :
Titre de la thèse : Test of Asynchronous Circuits for Security Systems in Advanced Technolo-
gies.
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Université : UGA et Grenoble INP.
École Doctorale : Electronique, Electrotechnique, Automatique et Traitement du Signal (EEATS).
Spécialité : Nano Electronique et Nano Technologies (NENT).
Début : 03/10/2017.
Soutenance prévue : 30/09/2020.
Direction : Laurent Fesquet (50 %).
Co-direction : Rodrigo Possamai Bastos (50 %)

(3) Raphael Andreoni Camponogara Viera :
Titre de la thèse : Evaluating the efficiency of New Transient-Fault Detection Techniques for
Integrated Circuits under Laser-Induced Fault Sources.
Université : Université Montpellier 2.
École Doctorale : Information, Structures, Systèmes (I2S).
Spécialité : Systèmes Automatiques et Microélectroniques (SyAM).
Début : 01/10/2015.
Soutenance prévue : 30/09/2018.
Direction : Philippe Maurine (33.3 %).
Co-encadrement : Rodrigo Possamai Bastos (33.3 %), Jean-Max Dutertre (33.3 %).
Conférences internationales : ISPD 2018, ESREF 2017, DSD 2017, SMACD 2017 et ATS
2015.
Revue internationale : MER 2017.
Distinction : Best paper award nominee in SMACD 2017.

(2) Thiago Ferreira de Paiva Leite :
Titre de la thèse : Méthodes et Flot de Conception pour l’Intégration de Logique Asynchrone
avec les Technologies FD-SOI.
Université : UGA et Grenoble INP.
École Doctorale : Electronique, Electrotechnique, Automatique et Traitement du Signal (EEATS).
Spécialité : Nano Electronique et Nano Technologies (NENT).
Début : 01/11/2015.
Soutenance prévue : 31/10/2018.
Direction : Laurent Fesquet (40 %).
Co-encadrement : Rodrigo Possamai Bastos (60 %).
Conférences internationales : ISCAS 2018, DATE 2018, PATMOS 2016 et DTIS 2016.

(1) Otto Aureliano Rolloff :
Titre de la thèse : Cellules et Structures de Contrôle pour la Gestion de Performances des
Circuits Asynchrones dans les Technologies FD-SOI.
Université : UGA et Grenoble INP.
École Doctorale : Electronique, Electrotechnique, Automatique et Traitement du Signal (EEATS).
Spécialité : Nano Electronique et Nano Technologies (NENT).
Début : 01/02/2015.
Soutenance prévue : 31/10/2018.
Direction : Laurent Fesquet (50 %).
Co-encadrement : Rodrigo Possamai Bastos (50 %).
Conférence internationale : ISCAS 2018 et ESREF 2015.
Revue internationale : MER 2015.
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3.3 Stages de fin d’études en niveau master 2 ou 3ème année
d’écoles d’ingénieurs

(5) Matheus Garay Trindade :
Titre du travail : Qualification of Supervised Learning Models under Radiation-Induced Effects.
Début : septembre 2017.
Fin : juillet 2018.
Encadrement : Rodrigo Possamai Bastos (100 %).

(4) Raphael Andreoni Camponogara Viera :
Titre du travail : Evaluation of New FD-SOI Standard Cells under the Effects of Malicious
Laser-Induced Transient Faults.
Début : avril 2015.
Fin : juillet 2015.
Encadrement : Rodrigo Possamai Bastos (100 %).

(3) Thiago Ferreira de Paiva Leite :
Titre du travail : Design of New Digital Signal Processing Subsystems by using FD-SOI tech-
nology and Asynchronous Features.
Début : avril 2015.
Fin : juillet 2015.
Encadrement : Rodrigo Possamai Bastos (100 %).

(2) Otto Aureliano Rolloff :
Titre du travail : Design and Evaluation of Standard Cells for Asynchronous Integrated Circuits
in Low Power Nanotechnology.
Début : février 2014.
Fin : octobre 2014.
Encadrement : Rodrigo Possamai Bastos (100 %).

(1) Ahmad Al Youssef :
Titre du travail : Évaluation de l’Efficacité de Techniques de Détection des Fautes Transitoires.
Début : février 2013.
Fin : juin 2013.
Encadrement : Rodrigo Possamai Bastos (100 %).
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Chapter 4

Diffusion des travaux (rayonnement et
vulgarisation)

4.1 Distinctions

(4) Prime d’Encadrement Doctoral et de Recherche (PEDR) de 01/10/2016 au 30/09/2020.

(3) Best paper award nominee in IEEE SMACD 2017. Importance of IR Drops on the Modeling
of Laser-Induced Transient Faults. VIERA, R. A. C.; MAURINE, P.; DUTERTRE, J.M.; and
POSSAMAI BASTOS, R. P.

(2) Runner-up best paper award in IEEE/ACM SBCCI 2016. New Asynchronous Protocols for
Enhancing Area and Throughput in Bundled-Data Pipelines. SIMATIC, J.; CHERKAOUI, A.;
POSSAMAI BASTOS, R. P.; and FESQUET, L.

(1) Best paper award nominee in IEEE/ACM SBCCI 2012. Robust Modular Bulk Built-In
Current Sensors for Detection of Transient Faults. TORRES, F. S.; and POSSAMAI BASTOS,
R. P.

4.2 Membre de jury en soutenances de doctorat, master et
travail de fin d’études

(13) 2018 : TELECOM ParisTech : rapporteur de la thèse de doctorat de Benjamin COËFFIC
: Flot Expérimental d’Injection de Fautes Statistiques pour la Certification de Circuits Orientés
Sécurité et Applications Critiques.

(12) 2018 : UGA : examinateur en jury de master 2 MIAGE.

(11) 2018 : UGA : examinateur en jury de master 2 MISTRE.

(10) 2017 : UGA : examinateur en jury de master 2 MIAGE.

(9) 2017 : UGA : examinateur en jury de master 2 MISTRE.

(8) 2016 : UGA : examinateur en jury de master 2 MIAGE.

(7) 2016 : UGA : examinateur en jury de master 2 NENT.

(6) 2015 : UGA : examinateur en jury de master 2 MIAGE.
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(5) 2014 : UFRGS : examinateur en jury de travail de fin d’études en école d’ingénieurs.

(4) 2014 : TELECOM Bretagne : examinateur en jury de travail de fin d’études.

(3) 2014 : UGA : examinateur en jury de master 2 MIAGE.

(2) 2013 : UGA : examinateur en jury de master 2 MIAGE.

(1) 2013 : UGA : examinateur en jury de master 2 NENT.

4.3 Implication en comités de conférences

(15) Chair of technical track in the international conference IEEE/ACM SBCCI 2018:
31st International Symposium on Integrated Circuits and Systems Design (Bento Gonçalves).

(14) Program committee member of the international conference IEEE/ACM SBCCI 2018:
31st International Symposium on Integrated Circuits and Systems Design (Bento Gonçalves).

(13) Program committee member of the international conference IEEE LATS 2018:
19th Latin-American Test Symposium (São Paulo).

(12) Program committee member of the international conference IEEE LASCAS 2018:
9th Latin-American Symposium on Circuits and Systems (Puerto Vallarta).

(11) Chair of technical track in the international conference IEEE/ACM SBCCI 2017:
30th International Symposium on Integrated Circuits and Systems Design (Fortaleza).

(10) Program committee member of the international conference IEEE/ACM SBCCI 2017:
30th International Symposium on Integrated Circuits and Systems Design (Fortaleza).

(9) Program committee member of the international conference IEEE ICCDCS 2017:
10th International Caribbean Conference on Devices, Circuits, and Systems (Cozumel).

(8) Chair of technical track in the international conference IEEE/ACM SBCCI 2016:
29th International Symposium on Integrated Circuits and Systems Design (Belo Horizonte).

(7) Program committee member of the international conference IEEE/ACM SBCCI 2016:
29th International Symposium on Integrated Circuits and Systems Design (Belo Horizonte).

(6) Section chair in the international conference IEEE NEWCAS 2015:
13th International NEW Circuits And Systems (Grenoble).

(5) Publicity chair in the international conference IEEE NEWCAS 2015:
13th International NEW Circuits And Systems (Grenoble).

(4) Program committee member of the national conference SIM 2013:
28th South Symposium on Microelectronics (Porto Alegre).

(3) Program committee member of the national conference SIM 2007:
22nd South Symposium on Microelectronics (Porto Alegre).

(2) Program committee member of the national conference SIM 2006:
21st South Symposium on Microelectronics (Porto Alegre).

(1) Program committee member of the national conference SIM 2005:
20th South Symposium on Microelectronics (Santa Cruz).
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4.4 Rapporteur d’articles de revues et conférences

(16) Elsevier Computers and Electrical Engineering Journal (COMPELECENG 2018)

(15) Elsevier Microprocessors and Microsystems Journal (MICRO 2018)

(14) Elsevier Microelectronics Reliability Journal (MER 2018)

(13) Elsevier Microprocessors and Microsystems Journal (MICRO 2017)

(12) Elsevier Microelectronics Reliability Journal (MER 2016)

(11) IEEE International Conference on Electronics, Circuits and Systems (ICECS 2016)

(10) IEEE International Conference on Electronics, Circuits and Systems (ICECS 2016)

(9) IEEE International Symposium on Circuits and Systems (ISCAS 2016)

(8) IEEE International Computer Society Annual Symposium on VLSI (ISVLSI 2015)

(7) Elsevier Microelectronics Reliability Journal (MER 2015)

(6) ASP Journal of Low Power Electronics (JOLPE 2013)

(5) IEEE Southeastern Symposium on System Theory (SSST 2012)

(4) IEEE European Test Symposium (ETS 2012)

(3) Springer Journal of Analog Integrated Circuits and Signal Processing (JAICSP 2011)

(2) IEEE International Conference on Electronics, Circuits and Systems (ICECS 2008)

(1) IEEE International Symposium on Asynchronous Circuits and Systems (ASYNC 2008)

4.5 Institutions et entreprises ayant des projets en coopéra-
tions directement établies

(8) PUCRS (Pontifícia Universidade Católica do Rio Grande do Sul) à Porto Alegre (Brésil)

(7) UFSM (Université Fédérale de Santa Maria) à Santa Maria (Brésil)

(6) ST Microelectronics à Crolles

(5) Tiempo Secure à Montbonnot Saint Martin

(4) Centre Microélectronique de Provence (Campus G. Charpak) à Gardanne

(3) UFMG (Université Fédérale de Minas Gerais) à Belo Horizonte (Brésil)

(2) LIRMM (Laboratoire d’Informatique, de Robotique et de Microélectronique de Montpellier)

(1) UFRGS (Université Fédérale du Rio Grande do Sul) à Porto Alegre (Brésil)

4.6 Communications sur invitation (séminaires)

(5) JADUE, A. R. I; LEITE, T. F. P.; POSSAMAI BASTOS, R. P.; ROLLOF, O. A.; MA-
MADOU, D.; FESQUET, L. Layout Strategies for Body Bias Islands in FD-SOI Systems. 20th
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International IP-SoC Conference and Exhibition, 2017, Grenoble, France.

(4) POSSAMAI BASTOS, R. P.; Dynamisant les Cours en Amphi avec les Smartphones des
Etudiants et les Boîtiers de Vote de l’Université : Activités en Groupe et Classement par Etu-
diant. Talk presented in Rencontre Boitiers de Vote à l’Université Grenoble Alpes (Grenoble,
France) on June 17th 2016.

(3) POSSAMAI BASTOS, R. P.; The World of the Hardware Trojans. Talk presented in Federal
University of Rio Grande do Sul (UFRGS, Porto Alegre, Brazil) on April 26th 2013.

(2) POSSAMAI BASTOS, R. P.; Systèmes Intégrés Tolérants aux Fautes, Fiables et Sécurisés.
Talk presented in TIMA Laboratory (Grenoble, France) on April 17th 2012.

(1) POSSAMAI BASTOS, R. P.; Asynchronous Circuits as an Alternative for Mitigation of
Long-Duration Transient Faults in Deep-Submicron Technologies. Talk presented in Federal
University of Rio Grande do Sul (UFRGS, Porto Alegre, Brazil) on April 1st 2011.
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Chapter 5

Responsabilités scientifiques et
pédagogiques

5.1 Responsable de projets scientifiques

(6) 2017-2018 : projet LabEx PERSYVAL-Lab : « Qualification of Supervised Learning Mod-
els under Radiation-Induced Effects ». Idéalisation et responsabilité scientifique des activ-
ités de l’étudiant de master 2 Matheus Garay Trindade qui a obtenu une bourse d’excellence
PERSYVAL-Lab grâce à sa performance académique de haut niveau au Brésil et notre propo-
sition de projet au LabEx. Matheus a été très bien recommandé par mes partenaires de l’UFSM
(Brésil) ;

(5) 2017-2020 : projet de thèse de doctorat financé par le gouvernement français : « Testing
of Asynchronous Circuits for Security Systems in Advanced Technologies ». Idéalisation et
responsabilité scientifique des activités de l’étudiant de doctorat Ricardo Aquino Guazzelli qui
a obtenu une bourse ministérielle grâce à sa performance lors de son master niveau bac + 7
au Brésil et notre proposition de projet à l’École Doctorale EEATS. Ricardo a été très bien
recommandé par mes partenaires de la PUCRS (Brésil) ;

(4) 2018-2021 : projet soumis en mai 2017 à l’appel CAPES-COFECUB : « SUNRISE : Se-
cUre aNd Reliable computIng SystEms » en partenariat avec le LIRMM (Montpellier), IES
(Montpellier), UFRGS (Brésil) et PUCRS (Brésil). Idéalisation et responsabilité scientifique
au TIMA des activités de notre groupe de recherche. Si accepté, ce projet financera des mis-
sions d’échanges scientifiques à 6 chercheurs permanents français et 5 brésiliens. De plus, il
permettra à nos doctorants français et brésiliens de réaliser des stages scientifique à l’extérieur ;

(3) 2015-2019 : projet de thèse de doctorat financé par l’agence brésilienne CNPq : « Evaluating
the efficiency of New Transient-Fault Detection Techniques for Integrated Circuits under Laser-
Induced Fault Sources ». Idéalisation et responsabilité scientifique des activités de l’étudiant
de doctorat Raphael Andreoni Camponogara Viera qui a obtenu une bourse brésilienne grâce
à sa performance académique et notre proposition de projet au CNPq. Raphael a été très bien
recommandé par mes partenaires de l’UFSM (Brésil) ; Ce projet finance complètement la thèse
du doctorant pendant une période de 4 ans ainsi que les billets d’avion aller-retour pour sa
famille, une aide d’installation et sécurité sociale ;

(2) 2014-2017 : projet de thèse de doctorat financé par le gouvernement français : « Testing
Techniques for Detection of Hardware Trojans in Integrated Circuits of Trusted Systems ».
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Idéalisation et responsabilité scientifique des activités de l’étudiant de doctorat Leonel Acunha
Guimarães qui a obtenu une bourse ministérielle dans le cadre d’un projet de sujet fléché dont
nous avons proposé à l’École Doctorale EEATS. Leonel a été recommandé par mes partenaires
de l’UFRGS (Brésil) ;

(1) 2014-2016 : projet financé par le programme brésilien UNIVERSAL MCT/CNPq : « Mak-
ing a transient-fault detection technique feasible in integrated circuits ». Idéalisation et re-
sponsabilité scientifique au TIMA de ce projet de coopération avec le groupe de l’enseignant-
chercheur Frank Sill Torres de l’UFMG (Brésil). Ce projet a financé un test chip contenant
des capteurs de courant innovants ainsi que deux stagiaires de niveau bac + 4 dans le contexte
d’une formation brésilien appelée d’initiation à la recherche. Par ailleurs, en août 2016 une mis-
sion scientifique à Belo Horizonte (Brésil) a été partiellement financée dans le cadre des visites
d’échanges scientifiques prévues dans le projet.

5.2 Co-responsable de projets scientifiques

(3) 2018-2020 : projet de coopération internationale financé par l’université brésilienne PUCRS
: « Secure and Self-Aware Multi-core Systems (SSAMS) International Cooperation Project » en
partenariat avec le TUWien (Autriche) et Université Bretagne Sud (France). Co-responsabilité
scientifique au TIMA des activités de notre groupe de recherche. Ce projet financera 8 missions
internationales d’échanges scientifiques de 15 jours au Brésil, France et Autriche ;

(2) 2018-2021 : projet soumis en septembre 2017 à l’appel IDEX UGA : « NanoBob : Quantum
Physics with a Nanosatellite » en partenariat avec le Centre Spatial Universitaire de Grenoble
(CSUG). Co-leader du « Work Package 3B: Payload Time Stamping Unit » avec l’enseignant-
chercheur Laurent FESQUET, idéalisation et responsabilité scientifique des activités de notre
groupe de recherche. Si accepté, ce projet financera : 3 ans de thèse d’un doctorant et 1 ans
d’ingénieur de recherche ;

(1) 2014-2018 : projet européen ENIAC « THIN but Great Silicon 2 Design Objects (Things2Do)
». Co-gestion avec l’enseignant-chercheur Laurent FESQUET, idéalisation et responsabilité
scientifique des activités de notre groupe de recherche. Ce projet finance : 3 ans de thèse des
doctorants Otto Aureliano Rolloff et Thiago Ferreira de Paiva Leite ; 2 ans de l’ingénieur de
recherche Rodrigo Iga Jadue ; et un test chip en technologie FD-SOI 28 nm au coût de 25 ke.

5.3 Membre de conseil de laboratoire

(1) 2016-2020 : membre élu du conseil du laboratoire TIMA.

5.4 Responsable d’activités pédagogiques

(12) 2016-2018 : tuteur universitaire : suivi de 6 étudiants en alternance université et entreprise
dans le cadre du master 2 UGA MISTRE (Microélectronique Intégration des Systèmes Temps
Réels Embarqués) de l’UFR PhiTEM. Suivi pendant l’année universitaire : 8 heures par étudi-
ant.

(11) 2016-2018 : enseignant responsable de l’UE « Projet et Conception de Systèmes Intégrés
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» du programme de master 2 UGA MISTRE de l’UFR PhiTEM. Encadrement de 8 étudiants
réalisant des projets pratiques de 60 heures de travail personnel : 6 heures d’encadrement par
étudiant.

(10) Responsable de la création et animation d’activités innovantes d’enseignement en utilisant
formulaires Google en ligne, smartphones et méthodes de pédagogie inversée, enseignement
collaboratif, atelier de débat et évaluation par les pairs. Ces méthodes sont adaptées et utilisées
dans tous les enseignements dont je suis le responsable (cf. les points ci-après). Un séminaire
décrivant ces méthodes a été fait en juin 2016 sur invitation du Service d’Accompag-nement
des Pédagogies, des Initiatives Enseignantes et du Numérique dans le Supérieur (SAPIENS) de
l’UGA.

(9) 2016-2018 : enseignant responsable de l’unité d’enseignement (UE) « Formation Bureau-
tique et Informatique (FBI) » : création en 2016, gestion d’une équipe de 8 vacataires et en-
cadrement de travaux pratiques. L’équipe de la FBI assurent environ 400 heures des travaux
pratiques à plus de 1400 étudiants de licence 1 du Département Licence Sciences et Technolo-
gies (DLST) de l’UGA.

(8) 2016-2018 : suivi de 12 étudiants sportifs de haut niveau (SHN) dans le cadre de l’UE FBI
du DLST de l’UGA. Suivi pendant l’année universitaire : 0,5 heure par étudiant.

(7) 2015-2018 : enseignant responsable de l’UE « Architectures de Systèmes à Base de Pro-
cesseurs ». Appartenant au programme de master 2 UGA MISTRE de l’UFR PhiTEM, l’UE
propose 24 heures de cours magistraux et 18 heures de travaux dirigés à environ 30 étudiants.

(6) 2012-2018 : tuteur universitaire : suivi de 12 étudiants en alternance université et entreprise
dans le cadre du master 2 UGA MIAGE (Méthodes Informatiques Appliquées à la Gestion des
Entreprises) de l’UFR IM2AG. Suivi pendant l’année universitaire : 14 heures par étudiant.

(5) 2014-2017 : enseignant responsable de l’UE « Introduction aux Architectures Logicielles et
Matérielles » du DLST de l’UGA : gestion, réalisation de cours magistraux, travaux dirigés et
pratiques. Cette UE de niveau licence 2 a une équipe de 5 enseignants qui encadrent 42 heures
de travaux dirigés et pratiques par groupe. Les 18 heures de cours magistraux sont dispensés en
amphithéâtre à environ 140 étudiants.

(4) 2013-2017 : enseignant référent au DLST pour le Certificat Informatique et Internet (C2i).
Environ 200 étudiants de licence 2 passaient les épreuves du C2i qui a été remplacé en 2017-
2018 par la certification PIX.

(3) 2016 : tuteur universitaire : suivi d’un étudiant en stage entreprise dans le cadre du master
2 UGA NENT (Nano Electronique et Nano Technologies) de l’UFR PhiTEM. Suivi pendant le
semestre du stage : 3 heures.

(2) 2013-2016 : enseignant responsable de l’UE « Sécurité des Architecture Matérielles »
du programme de master 2 UGA en Sécurité, Audit, inFormatique légalE (SAFE) de l’UFR
IM2AG. L’UE proposait 12 heures de cours magistraux à environ 20 étudiants.

(1) 2012-2015 : enseignant responsable de l’UE « Projet de Méthodologie et Outils de Concep-
tion » du programme de master 2 UGA NENT de l’UFR PhiTEM. L’UE proposait 32 heures de
travaux pratiques à environ 15 étudiants.
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Chapter 6

Résumé d’activités de recherche

Mes principales activités de recherche depuis mon doctorat sont résumées ci-après en anglais.

6.1 Introduction
In the advent of self-adaptive systems like geolocation satellites, aircraft, drones, autonomous
cars, nuclear power plant robots, in-body-implanted medical devices – which are all applica-
tions of high risk in case of failure – embedded circuits must be sufficiently reliable, safely
operating within a specified range of low-power performance even in harsh environments. Fur-
thermore, circuits embedded in such critical applications must also be conveniently secure, hid-
ing confidential data, restricting access to private information, and defending themselves from
intentional attacks that aim to hack into systems for maliciously carrying out illegal actions or
inducing catastrophic situations.

My research works are specifically interested to deal with three important issues related to
the security, reliability, and power of integrated systems in complementary metal–oxide–semi-
conductor (CMOS) technologies:

(a) hardware Trojans (HT), which are malicious slight layout alterations or furtive mech-
anisms included in outsourced IC design, fabrication, or manufacturing phases by third-party
suppliers willing to hack, disturb, or intentionally disable, at run time, the Trojan-infected cir-
cuits;

(b) transient faults (TF), as voltage glitches induced by radiation or malicious sources of
perturbation, can provoke bit flips in memory elements – i.e. soft errors that may lead entire
systems to fail, compromising critical applications or even providing relevant information for
cryptanalysis methods that exploit results of fault-injection attacks over secure circuits; and

(c) transistor threshold voltage (Vth) alterations – induced by aging, process, voltage, and
temperature (PVT) variations as well as by body bias modifications – are able not only to slow
down gates of circuits, violating critical timing constraints, but also speed up them at the expense
of static power consumption increase.

6.2 Main research activities and scientific contributions
Since the begin of my researcher career, I have developed scientific works related to the fields of
the design, run-time test, and post-fabrication test of reliable, secure, and low-power integrated
systems.
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State-of-the-art run-time testing mechanisms for detecting TF have been evaluated by using
a simulation-based method that we have recently published. Obtained results provide a rank in
terms of their efficiencies in detecting TF, revealing the bulk built-in current sensors (BBICS) as
the most efficient solution. BBICS integrates the high concurrent error detection efficiency of
costly techniques (duplication with comparison) with the low area and power overheads of less
efficient run-time testing mechanisms (time redundancy schemes). Moreover, unlike most ex-
isting TF-detection techniques, the BBICS is also able to detect long-duration and multiple TF,
a major problem in intentional fault-based attacks targeting to break the security of integrated
systems. For this reason, available BBICS architectures in literature have also been studied and
compared with regard to their sensitivities in detecting TF. Novel BBICS architectures with en-
hanced TF-detection sensitivity, negligible power consumption, and lower area penalty than its
antecedents have been devised and published.

Furthermore, we have discovered a second function for the BBICS: the detection of HT. We
have invented a post-fabrication testing method that takes advantage of the BBICS as an offline-
testing mechanism for detecting HT. As this type of sensor monitors body terminals of system’s
subcircuits, the proposed method is capable to identify any slight HT-induced variations on
the electrical impedance of subcircuits by simply injecting a short train of current pulses into
body terminals, and analyzing digital signatures provided by the BBICS. At run time, the same
BBICS operates as an online-testing mechanism for detecting TF. This method adds a new
category to the classical taxonomy of side-channel analysis-based techniques, it is indeed the
first work that analyzes as a side channel the digital signatures related to the impedance of
subcircuit’s n-well or p-well layers.

Partitioning integrated systems into subcircuits having single n-well or p-well layers al-
lows, in addition to individually manage them at run time, better controlling Vth variations,
power, and speed. We have studied and devised a new architecture of a specific built-in cell
that is mandatory to dynamically adapt the body bias of small subcircuits: a level shifter (LS).
With reasonable area, power, and delay penalties, the proposed LS cell is fully suitable for
fine-grained systems such as circuits designed with asynchronous logic, which is intrinsically
modular due to the absence of a clock. For this purpose, we have analyzed and evaluated the
advantages of applying body biasing schemes on asynchronous circuits designed in UTBB FD-
SOI technology, besides underlining the better energy efficiency of case-study asynchronous
circuits – compared with its synchronous counterpart – and its lower voltage operation thanks
to its reduced number of timing assumptions.

In the field of the asynchronous logic, we have also studied and discovered another new ben-
efit of the quasi-delay insensitive (QDI) asynchronous circuits: their strong natural ability for
mitigation of single long-duration transient faults in advanced technologies. Novel logical and
electrical-level simulation methods dedicated for injecting transient faults into asynchronous
circuits have also been proposed. Furthermore, we have devised a complete framework named
ALPS: Architectural tools for ultra-Low Power (event-driven) Systems that allows choosing and
simulating a signal-specific sampling scheme, and to synthesize a dedicated event-driven circuit
to process the resulting sampled data.
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Abstract—Asynchronous circuits, as any IC, are vulnerable to
hardware Trojans (HTs), which might be maliciously implanted
in IC designs during outsourced fabrication phases. In this
paper, a new testing technique to detect HTs by exploiting the
regular side-channel properties of quasi-delay insensitive (QDI)
asynchronous circuits is proposed. The technique does not need
neither additional circuitry nor significant adjustments in the
post-fabrication testing phase. Simulation results show that the
proposed technique is able to detect HTs with dimensions smaller
than 1% of the original circuit.

I. INTRODUCTION

Nowadays IC architectures demand matching robustness
against attacks and faults with low power and performance.
Clockless circuits, also known as asynchronous circuits are an
interesting alternative to deal with power consumption without
compromising system’s performance [1]. Those architectures
employ local communication protocols instead of a global
clock for data synchronization, avoiding unnecessary dynamic
power consumption in parts of the circuit that have no data
to process at a certain point in time. The robustness of
Quasi-Delay-Insensitive (QDI) asynchronous circuits against
Differential Power Analysis (DPA) [2], transient-faults [3] and
EM emissions [1] makes them also a good solution from a
security point a view.

Hardware Trojans (HT) are a security issue that currently
draws attention of many researchers and engineers. A HT can
be a simple layout modification made by an attacker in an
untrusted foundry that enables security-oriented systems to
leak keys to an adversary [4]. Furthermore, a Trojan can be
designed to remain inactive until being triggered by a rare
event, leading it to be almost undetectable during regular
testing phase. Since a HT, even inactive, causes impacts
on side-channel signals, several techniques exploit them for
detecting HTs [5]–[9].

Nevertheless, process variations (PV) affect side-channel
signals, masking Trojan effects in the circuit. Thus, side-
channel analysis detection methods require considerable ef-
forts at design- or test-level to compensate PV. A widely used
design-level approach consists of splitting the original circuit
in several measurement domains in order to isolate the Trojan
impacts to a specific area [6], [7]. This strategy require extra
on-chip circuitry or pads to separate the sub-circuits signals
and additional post-manufacture tests or dedicated set-ups to
generate all required signals, which increases the project cost.

(a)

(b)

Figure 1. Typical representations of synchronous (a) and asynchronous (b)
systems.

Some works were recently published showing that it is
possible to implement Trojans in asynchronous circuits [10],
[11], while others [12], [13] present strategies to detect threats
in mixed macro synchronous micro asynchronous systems.
However, for the best of our knowledge, none have ever
proposed methods devoted for detecting Trojans inserted in
QDI asynchronous circuits.

In this paper, we propose a testing technique for Trojan
detection dedicated to QDI asynchronous circuits exploiting
the transient current (IDDT ) and path delay (∆t) to compare
patterns from genuine ICs and devices under Trojan test
(DUTT) without adding any extra circuitry nor modifying the
original post-silicon test set-up. The proposed technique takes
advantage of intrinsic aspects of asynchronous circuits’ supply
current, which produces separate traces from different blocks
that compose the system. We show that it is only required
measuring global supply current IDD from the VDD pin to
obtain isolated side-channel signals from each block of the
circuit.

II. FUNDAMENTALS OF QDI ASYNCHRONOUS SYSTEMS

Circuits that use a local communication protocol for data
synchronization, instead of a global clock, are known as
clockless or asynchronous circuits. In such architectures, a
certain block (sender) only outputs a signal to the following
one (receiver) if all its output channels are empty. The receiver,
in turn, will only start processing new data when all the
necessary inputs are available. These two directives are the
basis of a local communication protocol. Respecting them is
thus crucial for a correct functioning of asynchronous circuits.

A typical representation of an asynchronous system is
shown in Fig.1b. If compared to its synchronous equivalent,
the basic difference noted is the absence of a clock signal
and the addition of an acknowledgement signal. The latter



is part of the local protocol that enables synchronization in
asynchronous systems. It signalizes the previous stage that the
calculation is completed and new data can be processed.

QDI is a class of asynchronous circuits that can operate
correctly with only a few timing constraints [1]. They require
a robust data encoding, one that allows data validity to be
signaled by the information being propagated itself, hence
dual-rail encoding is used for this purpose. In this case, the
protocol validity signal (request) is merged into data signals.
Thus, there is no physical difference between data and the
communication protocol signal. This type of encoding is
particularly robust against DPA based attacks, due to its power
balance property which masks internal states [2]. Moreover,
this class of circuits also features robustness against fault
attacks, as discussed in [3]. Consequently, QDI asynchronous
architectures are an attractive solution in terms of security.

III. SIDE CHANNEL ANALYSIS APPLIED TO QDI
ASYNCHRONOUS CIRCUITS

A. Trojan Detection Through Side-Channel Analysis

Several methods have been proposed in literature comparing
side-channel signals patterns of DUTTs with golden results
from genuine ICs [4]. If the patterns obtained from a DUTT
deviate from the golden IC references, a Trojan is detected.
Different side-channel signals such as transient current (IDDT )
[5], quiescent current (IDDQ) [6], path delay [7] and EM [8]
can be exploited.

Despite the multiple options of side-channel signals that
can be exploited, dealing with variability is one of the biggest
challenges faced by the referred studies. In fact, PV alters
circuit parameters such as threshold voltages (Vth), channel
lengths (L), and oxide thickness (Tox). The detection of slight
Trojans relies on alternatives to compensate for parameter
fluctuations that could mask HT effects. Several methods
[5], [6] propose using multiple power pins in the circuit to
highlight the side-channel patterns from a specific regions of
the chip, isolating their effects in a smaller region consequently
increasing detectability.

Although reliable results are presented covering most of
circuit designs against Trojans, such techniques impose sub-
stantial area overhead or considerable addition in cost and
duration of the testing phase. For instance, the method in [7]
proposes using a secondary clock signal to control a set of
shadow registers to measure the path delay of logic blocks.
The approach in [9] evaluates a pair of parameters (maximal
frequency and transient current) to detect Trojans, measuring
the signals from multiple power supply pins in order to isolate
the Trojan and applying power gating to enhance the detection
rate. The methodology in [8] is able to detect Trojans by
mapping thermal characteristics with no extra hardware in the
original design. However, it requires the use of high resolution
devices to generate thermal maps, which increases time-to-
market and costs at testing phase, besides the challenging
procedures for nanoscale technology nodes.
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Figure 2. Abstraction of the supply current from synchronous (a) and
asynchronous (b) circuits.

B. Side-Channel Signals in QDI Asynchronous Circuits

As presented in section II, locally derived handshake pulses
control data propagation in asynchronous circuits. Their gen-
eration, which can occur at any moment, are governed by the
latency of the successor and the predecessor blocks. Therefore,
these pulses tend to be randomized over time, resulting in
smoother supply current curves [1], without the large di/dt
spikes as in synchronous circuits, as shown in Fig. 2a.

The asynchronous protocol results in a current trace as
the one depicted in Fig. 2b. This example represents the
current response of a single input vector passing through a 4-
stage pipelined asynchronous circuit measured from the global
power supply. In case of a single input vector test, whenever
the first stage outputs data to be processed by the second stage,
the former will no longer have new calculations to do, and will
become idle. The same behavior will be observed in every
following stage of the asynchronous pipeline until all stages
turn inactive. Therefore, only one stage of the pipeline is in fact
active at a certain moment, while the other stages stand idle,
waiting for new data to process. Thus, each peak in Fig. 2b
corresponds to the operation of a single pipeline stage. For this
reason, a Trojan inserted in an asynchronous circuit directly
impacts the current peak that corresponds to the stage in which
it has been inserted. Conversely, in synchronous circuits the
global clock governs the switching activity of all pipeline
stages simultaneously. Hence, the current peaks depicted in 2a
represent the sum of the individual contribution of all elements
that composes the circuit. The insertion of a Trojan in this case
would impact the supply current response of the system as a
whole, not only the pipeline stage in which it has been inserted.
Consequently, it is possible to obtain the transient current of
each separate pipeline stage and the path delay only with the
global supply current trace.

1) Global Path Delay (∆t): In QDI asynchronous circuits,
the delay of a pipeline stage can be measured by the difference
∆ti between two current peaks (see Fig. 2b). As the global
delay is given by ∆t =

∑n
i=1 ∆ti, the deviation caused by a

Trojan in one of its n pipeline stages is propagated to others
subsequent blocks, delaying the output. Therefore, measuring
the delay ∆t between the primary inputs and its arrival at the
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Figure 3. Current curves in a 3-stage pipelined QDI asynchronous circuit
obtained with 50-run Monte Carlo simulations. Blue traces were generated
by genuine and red by Trojan-infected devices.

system output, is sufficient for malicious circuitry tracking.
Obtaining path delay in asynchronous circuit, thus, requires
only non-intrusive current measures on the power supply pin,
seamlessly fitting in the regular testing phase with no extra cost
in terms of design. Additionally, as gate delays is inversely
proportional to power supplies levels, two simple actions can
increase feasibility of path delay measurements: (1) reduction
of the power supply level VDD and; (2) reduction of the
substrate voltage VDDS .

2) Transient Current (IDDT ): Since only the gates from a
specific pipeline stage switches simultaneously, if a Trojan is
inserted in a certain stage, its relative current peak is increased,
highlighting the Trojan impact. Therefore, a HT insertion in a
given stage can be recognized by the variation in its current
amplitude.

Path delays and transient currents are correlated and mutu-
ally affected by PV. If the variation increases the current, it
decreases the delay and vice-versa. The measurement of one
variable allows deducing the range of the other, thus reducing
the range of possible values of the other one. Therefore, the
evaluation of the variables IDDT and ∆t allows reducing the
impact of PV effects, as similarly demonstrated in [9].

C. Trojan Impacts on Side-Channel Signals

We propose to illustrate the Trojan effects on the current
trace by a preliminary test considering PV effects in FD-
SOI 28nm technology. Fig. 3 show an example of supply
current traces obtained from 3-stage pipelined devices with
and without a Trojan implanted in its second stage. The result
figure depicts the impacts caused by Trojans (of approximately
1.3% of the original circuit area) in the current trace. It
illustrates the motivation for the Trojan detection technique
presented in this work. Note that the current in the first stage
remains unadulterated, whereas the current peaks in the second
stage are clearly increased, and delayed in the third due to the
Trojan effects. The necessary steps to perform Trojan detection
are thus discussed in the following section.

IV. PROPOSED HT-DETECTION TECHNIQUE FOR QDI
ASYNCHRONOUS CIRCUITS

A. Test Procedure: Collecting IDDT and ∆t

Initially, the proposed test procedure requires collecting
side-channel signatures from genuine devices (golden data)
as in other methods. Subsequently, the same procedure is

primary
inputs

primary
outputs

Figure 4. Representation of the pipeline stages from the ALU in [14].

applied on each DUTT in order to produce results that will be
statistically compared to the golden data.

As explained in Section III-B, the supply current trace is
enough to obtain IDDT and ∆t, which are the necessary
parameters for the proposed analysis. Thus, the current trace
is directly measured from the global VDD pin of each golden
device using a test input vector X , from which the IDDT

peaks of each pipeline stage (IDDT1, IDDT2, IDDT3) are
extracted and stored. The ∆t is obtained with the same test,
however using a reduced VDD level to facilitate the delay
measurement, as discussed in III-B1. This test is repeated for
each available genuine device. By the end, due to the PV
effects, the collected parameters form a statistical distribution.
Defining limits to such a distribution results in a data range in
which measurements from genuine devices are expected to lay
on. By performing the same test in each DUTT, it is possible
to verify if its parameters belong to the generated distribution,
thus classifying it as Trojan-free if the assumption is true,
otherwise the DUTT is classified as Trojan-infected.

V. EXPERIMENTS, RESULTS, AND ANALYSIS

The QDI asynchronous 8-bit ALU proposed in [14] is the
case-study circuit chosen for this study. It has 3 stages of
pipeline and a total of 506 logic gates. Fig. 4 depicts an
abstraction of it.

The Trojan model is a gate-level trigger that alters data
flow whenever the input is set to a specific value, which is
never tested during our simulations to make the detection more
challenging. Therefore, the Trojan remains inactivated during
all performed tests, which implies that its architecture is not
pertinent for the detection. Simulations were done with Trojans
representing 1.7%, 1.3% 1%, and 0.8% area of the original
design. Both case-study and Trojan were synthesized with
low threshold voltage transistors in FD-SOI 28nm technology.
Results were obtained by using 400-run Monte Carlo (MC)
simulations performed at a reference temperature of 25oC.
Intra- and inter-die PV have been considered.

Two simulations are performed in order to generate results
for the technique proposed in IV: one to obtain IDDT with
supply voltage VDD of 1V, and the second one to obtain
global ∆t, with VDD of 0.6V. Data collected from Trojan-
free devices produce the signature of golden ICs by following
the procedure explained in section IV. Afterwards, the same
design is infected with different Trojans, to produce results that
are statistically compared with the golden data. The parameter
used to evaluate the results is the detection rate, defined as
the percentage of Trojan data not pertaining to the Trojan-free
distribution.

A. Results and Analysis

Results from MC simulations performed with genuine and
Trojan-infected devices are shown in Fig. 5. In these simu-
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lations, the Trojans have a total area of 1.6% of the original
circuit area and were inserted in the second pipeline stage.
An error ellipse with 95% of confidence level surrounds the
golden data, indicating a region in the parameters space where
a circuit is accepted as Trojan-free. Note that the impact of
the Trojan shifts the data from its original value to a greater
current peak and global delay, as previously signaled in Fig.
3. As no point from the Trojan-infected circuit is enclosed by
the Trojan-free ellipse, the detection rate is 100%.

The same study is extended to cases in which the HT size
and location vary. Fig. 6 depicts the curves of detection rate
versus Trojan size. The graphs represent the results for HTs
inserted in the first, second, and third stages respectively.

Results in Fig. 6 show that it is possible to detect Trojans
representing 1.3% of the original circuit area with a detection
rate of 100% if the Trojan is inserted in the first pipeline stage,
98% in the second one, and 95% in the third stage. The curves
in different stages are different, since the total number of
gates vary in each stage. If the stages were equality balanced,
the total dynamic consumption would be divided equally in
all stages and, thus the curves would be more homogeneous.
Furthermore, systems with more pipeline stages would present
its dynamic power divided in more stages, enhancing the
relative Trojan overhead in one of their stages. In order to
enhance the detection rate, modifications in the original circuit

could be made to increase the number of pipeline stages.

VI. CONCLUSIONS

We presented an efficient Trojan detection technique ded-
icated to QDI asynchronous circuits exploiting its inherent
transient current and path delay characteristics. The evenly
distributed current peaks, intrinsic of asynchronous circuits,
make them more sensitive to side-channel deviations than
synchronous circuits, thus enhancing HT detection potential.
Thus, it is possible to detect modifications smaller than 1.3%
of original circuit with a detection rate of 95% without
requiring any extra-circuitry. Moreover, the testbench set-up
employed in the regular post-silicon testing phase can be
reused for this purpose. Still, this technique can also be
employed combined with any other methods proposed in
the literature in order to enhance the obtained results, thus
allowing the detection of even smaller Trojans. Future works
will include adapting the proposed detection technique to other
classes of asynchronous circuits, e.g. micropipeline.

REFERENCES

[1] J. Sparsø and S. Furber, Principles of Asynchronous Circuit Design: A
Systems Perspective, 1st ed. Springer Publishing Company, Incorpo-
rated, 2010.

[2] W. G. Ho et al., “Security analysis of asynchronous-logic qdi cell
approach for differential power analysis attack,” in 2016 International
Symposium on Integrated Circuits (ISIC), Dec 2016, pp. 1–4.

[3] Y. Monnet et al., “Designing resistant circuits against malicious faults
injection using asynchronous logic,” IEEE Transactions on Computers,
vol. 55, no. 9, pp. 1104–1115, Sept 2006.

[4] M. Tehranipoor and F. Koushanfar, “A survey of hardware trojan
taxonomy and detection,” IEEE Design Test of Computers, vol. 27, no. 1,
pp. 10–25, Jan 2010.

[5] R. Rad et al., “Sensitivity analysis to hardware trojans using power
supply transient signals,” in 2008 IEEE International Workshop on
Hardware-Oriented Security and Trust, June 2008, pp. 3–7.

[6] J. Aarestad et al., “Detecting trojans through leakage current analysis
using multiple supply pad Iddq s,” IEEE Transactions on Information
Forensics and Security, vol. 5, no. 4, pp. 893–904, Dec 2010.

[7] B. Cha and S. K. Gupta, “Trojan detection via delay measurements: A
new approach to select paths and vectors to maximize effectiveness and
minimize cost,” in DATE, 2013.

[8] K. Hu et al., “High-sensitivity hardware trojan detection using mul-
timodal characterization,” in 2013 Design, Automation Test in Europe
Conference Exhibition (DATE), March 2013, pp. 1271–1276.

[9] S. Narasimhan et al., “Hardware trojan detection by multiple-parameter
side-channel analysis,” IEEE Transactions on Computers, vol. 62, no. 11,
pp. 2183–2195, Nov 2013.

[10] T. Y. Koutaro Inaba and M. Imai, “Hardware trojan asynchronous noc
router,” in Asynchronous Circuits and Systems (ASYNC), 2017 IEEE
24th International Symposium on, May 2017, to be published.

[11] S. R. Hasan et al., “Hardware trojans in asynchronous fifo-buffers: From
clock domain crossing perspective,” in 2015 IEEE 58th International
Midwest Symposium on Circuits and Systems (MWSCAS), Aug 2015,
pp. 1–4.

[12] F. K. Lodhi et al., “Hardware trojan detection in soft error tolerant macro
synchronous micro asynchronous (msma) pipeline,” in 2014 IEEE 57th
International Midwest Symposium on Circuits and Systems (MWSCAS),
Aug 2014, pp. 659–662.

[13] ——, “Formal analysis of macro synchronous micro asychronous
pipeline for hardware trojan detection,” in 2015 Nordic Circuits and
Systems Conference (NORCAS): NORCHIP International Symposium on
System-on-Chip (SoC), Oct 2015, pp. 1–4.

[14] T. F. de Paiva Leite et al., “Comparison of low-voltage scaling in syn-
chronous and asynchronous fd-soi circuits,” in 2016 26th International
Workshop on Power and Timing Modeling, Optimization and Simulation
(PATMOS), Sept 2016, pp. 229–234.



Appendix B

Article in international ACM conference:
ISPD 2018

Univ. Grenoble Alpes, Grenoble INP, CNRS, TIMA Laboratory 114



Standard CAD Tool-Based Method for Simulation of
Laser-Induced Faults in Large-Scale Circuits
Raphael A. C. Viera

Ecole Nat. Sup. des Mines de St-Etienne
LIRMM, CNRS, UMR N5506

Univ. Grenoble Alpes, CNRS, TIMA
raphael.viera@emse.fr

Jean-Max Dutertre
Ecole Nat. Sup. des Mines de St-Etienne

Gardanne, France
dutertre@emse.fr

Philippe Maurine
LIRMM, CNRS, UMR N5506

Montpellier, France
philippe.maurine@lirmm.fr

Rodrigo Possamai Bastos
Univ. Grenoble Alpes, CNRS, TIMA

Grenoble, France
rodrigo.bastos@univ-grenoble-alpes.fr

ABSTRACT
Designing secure integrated systems requires methods and tools
dedicated to simulating —at early design stages— the effects of laser-
induced transient faults maliciously injected by attackers. Existing
methods for simulation of laser-induced transient faults do not take
into account IR drop effects that are able to cause timing failures,
abnormal reset, and sram flipping. This paper proposes a novel
standard cad tool-based method allowing to simulate laser-induced
faults in large-scale circuits. Thanks to a power-grid network mod-
eled by a commercial IR drop cad tool, an additional transient
current component causing laser-induced IR drop is taken into con-
sideration. This current component flows from vDD to gND andmay
have a significant effect on the fault injection process. The method
provides fault sensitivity maps that enable a quick assessment of
laser-induced fault effects on the circuit under analysis. As shown
in the results, the number of induced faults is underestimated by
a factor as large as 3.1 if laser-induced IR drop is ignored. This
may lead to incorrect estimations of the fault injection threshold,
which is especially relevant for the design of countermeasure tech-
niques for secure integrated systems. Simulation times regarding
four different circuits are also presented in the results section.

1 INTRODUCTION
Lasers have been used since the 1960s in order to emulate the
effects caused by radiation on semiconductors [13]. In the early
2000s, [26] reported the use of laser illumination to induce faults
into secure integrated circuits, e.g., a bit-flip into a sram cell. This
created a need for designing robust circuits against laser fault in-
jection, consequently generating a demand for simulation tools
capable of simulating the effects of laser shots on ics. Although
fault simulations can be performed at different abstraction levels of
the design flow, i.e. transistor, gate, rtl and software, low abstrac-
tion levels provide the highest accuracy. At the electrical level, a
double exponential current source has been demonstrated efficient
for modeling a laser shot [16, 28]. This current source is added to
the netlists of cells illuminated by the laser. Then an electrical level
simulation, which takes into account the effects of the laser attack,
can be performed.

The idea commonly accepted is that a laser shot generates para-
sitic currents [15]. These currents generate an undesired transient

voltage that propagates through the logic toward the inputs of regis-
ters (D-type Flip Flops) and, if it is still present when the clock edge
occurs, bits may be inverted, producing soft errors (SE). Due to the
increasing transistor density, a laser shot will affect multiple gates
at the same time. Thus, laser illumination also induces, in addition
to the well known photoelectric effect, an IR drop phenomenon
with a significant effect on the fault injection process that has to
be taken into account while simulating laser fault injection [27].
These effects must be simulated at low abstraction levels taking
into account the layout topology to better represent physical phe-
nomenon in the scope of a whole system, i.e., the simulation must
be performed in complex circuits and not just in one (or few) cells.

To the best of our knowledge, among the existent fault simulators
[6, 12, 18, 21, 24], the most recent one is [19], which is based on the
open-source Lifting [1]. The major issue with these fault simulators
is that they rely on electrical models [8, 11, 25] that are technology
dependent. For instance, in [14], the authors proposed a model
that includes the vertical parasitic bipolar junctions inherent to
mosfets in the fault injection process that may lead to IR drop
effects. However, they did not extended their work beyond the
scope of a single inverter. In fact, dimensioning the rc network of
power/ground rails is a difficult task, since the rc values depend
on the technology, the size of cells, the position of voltage taps on
the rails, the rc parasitics, etc.

The issue being that, as far as we know, there is no tool capable to
simulate laser-induced IR drop and its propagation in a large circuit.
Thus, the first and main objective of this work is to introduce the
devised methodology to simulate at the electrical level the effect of
IR drop on the fault injection sensitivity using standard cad tools;
the second objective is to illustrate, on simulation grounds, that
laser-induced IR drop has to be considered since it may result in
underestimating the risk of fault injection.

2 STATE OF THE ART
2.1 Modeling laser effects on ICs

2.1.1 Laser Induced Transient Currents. ics are known to
be sensitive to induced transient currents. These currents may be
caused by laser shots passing through the device, creating electron-
hole pairs along the path of the laser beam [15]. The induced charge
carriers recombine without any significant effect, unless they reach



the strong electric field found in the vicinity of reverse biased PN
junctions. In this case, the electrical field puts these charges into
motion and a transient current appears as well as a transient fault.
The nature of this fault is similar to the ionization effect generated
by energetic particles [13].

As an example (the cross section of an inverter), Fig. 1 illustrates
where laser shots may generate parasitic currents. In case the in-
verter input is in low state (’0’) the most laser-sensitive part of the
inverter is the drain of the nmos transistor since there is a reverse
biased PN junction between the drain and the Psubstrate . Thus, an
induced transient current (IPh ) flows from the drain of the nmos
to the Psubstrate biasing contact. A similar reasoning can be made
when the inverter input is high (’1’). In that case, the susceptible
part of the inverter is the drain of the pmos transistor. In case of
Fig. 1, a part of the induced photocurrent (IPh ) charges the inverter
output capacitance. As a result the inverter output undergoes a
voltage transient.

Another transient current component flowing from vDD to gND
that may have a significant effect on the fault injection mechanism
is taken into consideration by the model of Fig. 1 [27]. This transient
current is induced in the reversed biased Psub-Nwell junction that
surrounds every Nwell . Even if the laser beam is directed towards a
sensitive nmos, the laser beam also induces charge carriers that will
be sufficiently close to a Psub-Nwell junction to induce a transient
current in it flowing from vDD to gND.

The Psub-Nwell junction is always reversed biased and has a
larger area than that of a transistor drain (the parameter S in (1)).
Thus, it is no surprising that the authors of [9] reported on experi-
mental basis that the transient current component flowing directly
from vDD to gND (IPPsub_nwell in Fig. 1) may be more than an
order of magnitude greater than those flowing in the drains of
the sensitive transistors (IPh in Fig. 1). This transient vDD to gND
current may thus have a significant influence on the laser fault in-
jection mechanism since it will produce a temporary supply voltage
drop (IR drop) [9, 14, 27].

Psub bias (GND)

P+ N+N+

P-substrate

S
Nwell bias (VDD)

Nwell

P+ N+P+

S
G (0V)
D (1V)

IPpsub_nwel

laser beam

IPh

Figure 1: Laser-induced current components. Cross-section
of a cmos inverter.

2.1.2 Spatial Distribution of Laser Beam Energy. The beam di-
ameter is one of the most important propagation attribute of a
laser beam in a class of commonly measured parameters (beam
diameter, spatial intensity distribution, beam quality factor etc.). A
commonly used definition of the laser beam diameter is derived
from the bivariate normal distribution of its intensity leading to
measure the beam diameter at 86.5% of its maximum value [2], or a
drop of 1

e2 from its peak value.
The effects of a Near Infrared laser beam have been modeled

in [20] and later in [25]. In the latter work, it is shown that the

induced photocurrent, which is spatially distributed as a bivariate
normal distribution, has a peak amplitude Iph_peak that follows
the empirical equation:

IPh_peak = (a ×V + b) × αдauss (x,y ) × Pulsew × S (1)

where V is the reverse-biased voltage of the exposed PN junction,
a and b are constants that depend on the laser power, αдauss (x,y )
is a term related to the bivariate distribution of the laser beam
amplitude in space, Pulsew is a term allowing to take into account
the laser pulse duration and S is the area of the PN junction. One
can refer to [25] for additional details of the above parameters.

By way of illustration, Fig. 2 shows a three-dimensional view of
the normalized amplitude of a laser spot. Beam intensity at a given
coordinate (x,y) represents the amount of power delivered by the
laser source at this specific point.
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Figure 2: Three-dimensional view of a laser beam in terms
of intensity per area. 100% of laser beam intensity represents
the epicenter of the laser spot.

2.1.3 Electrical Model of a Cell Under Laser Illumination. Fig.
3a introduces, in case of an inverter, the classical model showing
that the effect of a laser is modeled by a current source placed
between the drain and the source of the laser-sensitive transis-
tor (pmos transistor in this example). Fig. 3b shows, in case of an
inverter, the enhanced electrical model taking into account the laser-
induced IPPsub_nwell current. Without the power-grid model (i.e.,
considering vDD and gND ideals), it would be impossible to take
the current IPPsub_nwell into account. Consequently, the laser-
induced IR drop contribution also would not be taken into account
during simulations. This work proposes in its flow the use of an
Electromigration/IR drop (EMIR) cad tool to automatically provide
the power-grid model for each cell in the circuit.

The current sources in Fig. 3a and Fig. 3b have a profile of a
double exponential, such as the one illustrated in Fig. 4. The currents
have a peak amplitude defined by (1). Since the parameter S (area
of the PN junction) corresponds to the cell’s Nwell area, thus, the
current component IPPsub_nwell is larger than that induced at a
sensitive transistor drain (IPh) since the drain area is smaller than
the Nwell ’s area (see [9] for an experimental assessment).

The IPPsub_nwell current source is attached to the biasing con-
tacts of the Nwell and the Psubstrate (for standard cells without
embedded biasing contacts, the current source is connected to the
closest). The various IPPsub_nwell currents add up and flow from
vDD to gND trough the power and ground networks of the device
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Figure 3: Laser-induced transient fault model applied to an
inverter with its input biased at vDD. (a) Classical model. (b)
Improved model including the IR drop and ground bounce
contribution induced by IPPsub_nwell for a given power-grid
model [27].
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Figure 4: Double exponential profile with current peak de-
fined by (1).

under attack. Because the power grid exhibits both resistive and
capacitive electrical behaviors, a local voltage drop and ground
bounce occurs thus reducing the voltage swing seen by standard
cells in the close vicinity of the laser spot. Considering the above,
this paper provides a method based on standard cad tools to take
at chip level the effect of laser-induced IR drops into account.

2.2 Previous Works on Laser Fault Simulation
Laser fault injection may be anticipated or studied by using sim-
ulation tools at different abstraction levels: physical, electrical or
logical. In this section, previous works that proposed laser fault
simulation tools are reviewed in order to justify the need for the
methodology presented in this work.

2.2.1 Physical Level. Based on Technology Computer Aided
Design (TCAD), the authors in [17] characterize and analyze pho-
toelectric effects induced by static 1064 nm wavelength laser on
a 90 nm technology nmos transistor. In [10], Silicon-Germanium
Heterojunction Bipolar Transistor (SiGe HBT) models are used in
TCAD to investigate single event transients induced by heavy-ion
broadbeam and pulsed-laser sources. Although TCAD is the ulti-
mate tool to simulate laser effects on ics, this simulator is extremely
CPU consuming and can only be applied to individual transistors
or small circuit areas.

2.2.2 Logic Level. The authors of [22] proposed a methodology
for multiple fault injection at the Register Transfer Level (rtl). The

methodology would reduce the fault space of laser fault injection
campaigns by using the locality characteristic of laser fault, and
through a partitioning of the rtl description of the circuit. Their
efforts involve the development of an rtl fault injection approach
more representative of laser attacks than random multi bits fault
injection. Unfortunately, as a rtl fault simulator, the fault model is
defined as a logic pulse with different widths, which is not sufficient
to take into account neither the laser parameters nor IR drop effects.

2.2.3 Electrical Level. Laser fault simulation at the electrical
level is a good tradeoff between speed (logic level) and accuracy
(physical level). Therefore, it is possible to represent the laser phys-
ical phenomenon in the scope of a whole system. Although the
simulation time might be an issue, today’s electrical simulators
are up to 100x faster than baseline spice simulators without loss
of accuracy. Furthermore when large circuits are simulated, it is
possible to profit by the use of hybrid simulation in which only the
affected zone of the IC is simulated with spice accuracy while the
non affected cells are simulated with gate level accuracy.

To the extent of our knowledge, the most recent fault simulator
at the electrical level was proposed by [19]. Their simulator is based
on the open-source Lifting [1], which allows both 0-delay and delay-
annotated simulations of digital circuits using layout information to
derive the laser spot location. They also use multi-level simulation,
trading of speed for accuracy. The major issue with these fault
simulators is that they to rely on electrical models [8, 11, 25] that
are technology dependent. Even though it is possible to dimension
these models, it is hard to obtain accurate results when dealing
with new technologies.

For instance, the contribution of IR drop effects play a signif-
icant role in the fault injection process as reported in [27]. The
authors of [14] modeled a rc network in the power/ground rails to
demonstrated the significant contribution of the current induced
by vertical parasitic bipolar junctions inherent to mosfets in the
fault injection process. However, they did not study the effect of
the IR drop induced by laser shots, i.e., its impact in the fault in-
jection mechanism. They also did not extended their work beyond
the scope of a single inverter since they manually dimensioned the
values of the rc components, which would be a difficult task to do
for a whole circuit.

2.2.4 Summary. What has been observed so far is that there is a
great improvement of laser fault models. However the models were
developed at the level of a single gate, ignoring thus the effects of
laser-induced IR drops at chip level. Regarding laser fault simulators,
they usually use the simple fault model in which current sources
are attached to the drain and bulk of laser sensitive transistors
[16, 28]. Unfortunately, this fault model was created at a time when
laser sources with 1 µm to 5 µm spot diameter were used to target
only one sensitive PN junction at the same time. For advanced
technologies this model is questionable. For a 28 nm technology,
the standard cells have a height value of about 1.2µm, meaning
that even lasers with 1 µm spot diameter will also illuminate the
Psub-Nwell junction (see Fig. 1) and thus induce significant IR drop
in the area surrounding the laser spot.

In order to use a fault model that takes into account the IR drop
contribution induced by the current component created between
the Psub-Nwell junction, it is necessary to model by a rc network
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the power/ground rails. Modeling the rc network of a large circuit
is not a task to be performed manually. In view of this limitation,
i.e., that current laser fault simulators do not use complete and
accurate fault models, we propose a fault simulation methodology
that uses an EMIR cad tool to automatically provide the rc network
of the power/ground rails for a given design. It also provides the
transient voltage that propagates along the power rails as a result
of the IPPsub_nwell current. The methodology can be used for any
circuit designed in any technology supported by the standard cad
tools. Next section presents in details the proposed methodology.

3 PROPOSED METHODOLOGY FOR LASER
FAULT SIMULATION

The diagram presented in Fig. 5 proposes a step by step simulation
methodology that makes it possible to simulate laser fault injection
in large scale circuits. This methodology, which is based on stan-
dard CAD tools (Cadence VoltusTM [5] for EMIR simulation and
Cadence Spectre XPS [4] for the electrical and hybrid simulation),
allows to analyze the impact of laser shots on complex circuits by
drawing laser-induced fault sensitivity maps.

The methodology can be easily adapted to provide other set of
results besides the ones reported in this work. As far as we know,
this is the first methodology able to simulate laser effects on ics
that takes into account laser-induced IR drop effects. Although
Cadence tools were used, any other tools that are able to perform
IR drop analysis and spice like simulations can be used. Fig. 5 is
subdivided in numbers that represent each step described in the
following sections.

3.1 Step 1: defining simulation parameters
In the first step, a shell script file (main.scr) defines parameters
characterizing the laser shot. Among them, one can find: the laser
beam diameter, the duration of the laser shot, the time at which
begins the laser shot with regard to the operation of the ic, the (X,Y)
displacement step of the laser spot when one aims to draw fault
sensitivity maps (detailed in step 5), etc. This file is also responsible
for calling the necessary tools and scripts for the correct execution
of the simulation flow.

3.2 Step 2: data preparation for the EMIR CAD
tool

Most of the inputs that are inside the dashed rectangle "EMIR CAD
Tool" of Fig. 5 are files that were automatically generated by the
design CAD tool (Cadence Innovus [3]). Other files were obtained
from the design kit of the technology. It is out of scope of this work
to explain each of these files in detail. It suffices to say that they are
necessary to model the rc network in the power/ground rails and
perform IR drop analysis in Cadence VoltusTM , both necessary for
the accomplishment of the proposed methodology.

3.3 Step 3: spatial location of the laser spot
In this step it is necessary to know the dimension of the design
and the number of simulated laser shots that are going to be ap-
plied over the circuit. For this work, an ARM 7 with a 110 µm ×
70 µm area was used (more details are provided in Section 4). If a

Define simulation parameters

SPEF LEFDEF CPFSDCVCD GDS

VerilogTiming Libs Spice Subckts Power Pads

EMIR CAD Tool

1

2

Set the spatial location of the laser spot3

Define the amplitude of IPpsub_nwell current

for each cell in the design according to Eq. 1 
4

Map the circuit by performing IR drop analysis 

for each (x,y) pair, i.e.  (0,0) ... (endX,endY)

Save a table containing the evolution in time of the

supply voltage of each cell in the circuit for each (x,y)

5

Perform spectre simulation 

for each laser spot location(x,y)

Replace the nominal supply voltage

from the original netlist

Add IPh current to each cell in the circuit

with amplitude defined by Eq. 1

6

7

8

Figure 5: Procedure used to draw laser-induced fault sensi-
tivity maps using the proposed methodology.

displacement step of x ,y: 5µm is set, then, in order to sweep the
whole circuit, beginning at x ,y: (0, 0) and ending at x ,y: (110, 70),
it would demand 345 laser shots as illustrate in Fig. 6.
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Figure 6: Spatial location of the laser spots. Each point cor-
responds to a laser shot at different positions (each point
corresponds to a simulation).
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This step allows to know where the laser spot illuminates the ic
during each simulation. Next step shows which cells are illuminated
by the laser spot for each x ,y position and at which intensity.

3.4 Step 4: laser-induced fault injection
Faults induced by laser illumination can be simulated by specifying
the current amplitude of the current sources that compose the laser-
induced transient fault model (Fig. 3) of each standard cell in the
circuit. Therefore, to simulate a circuit being attacked by means
of laser fault injection it is necessary to know which cells will be
affected by the laser.

Several ways can be adopted in order to discover the values to
be assigned to the current sources in the fault model (Fig. 3). This
methodology benefits from a feature present in Cadence VoltusTM .
This tool allows to apply an amount of current to a defined region,
in this way, several small rectangular regions are defined and the
current amplitude of that region follows the spatial distribution
of the laser-induced photocurrent defined by (1). Fig. 7 illustrates
how the rectangular regions can be used in order to apply the laser
power (current induced by the laser) to each rectangle.

1.2 μm

100%

1 μm1 μm

85%

20%

Figure 7: Laser-induced current regions applied over stan-
dard cells of a CMOS 28nm technology. The current ampli-
tude of each region is defined by (1).

The following code example represents the characterization of
a rectangle (current region) located at the center of the laser spot
(Fig. 7). Therefore its IPh_peak is maximum, 100% or 1mA for this
example. The double exponential has a step size of 5 ps, the peak is
thus found at it apex, i.e., 1.510ns, considering 10 ps of rise time and
fault starting at 1.500 ns. Other parameters such as capacitances are
extracted from .lib and .spi files of the technology for each affected
cell. The resolution of each rectangle is 250 nm as shown by the last
parameter: -region "x1 y1 x2 y2". The dimension of the rectangle
can be changed according to the precision needed to model the
laser spot.
c r e a t e _ c u r r e n t _ r e g i o n − c u r r e n t { 1 . 5 0 0 ns 0 . 0 0 0mA
1 . 5 0 5 ns 0 . 8 2 0mA 1 . 5 1 0 ns 1 . 0 0 0mA 1 . 5 1 5 ns 0 . 9 5 0mA
. . . 1 . 8 0 0 ns 0 . 0 0 0mA} − l a y e r M2 − i n t r i n s i c _ c a p C
− l o a d i ng_ c ap C − r e g i on " 1 . 5 0 1 . 5 0 1 . 7 5 1 . 7 5 "

3.5 Step 5: mapping the circuit
In this step, Cadence VoltusTM is used with the purpose to per-
form laser-induced IR drop simulations for the different laser spot

locations calculated during step 3. All other simulation parameters
being kept constant (spot diameter, intensity, etc.).

Clarifying, IR drop can be defined as the power supply noise
induced by currents flowing through the resistive parasitic elements
of the power distribution network. In this work, the laser-induced
IR drop is also considered, meaning that the laser-induced current
will accumulate with the dynamic current of a cell, thus increasing
its IR drop while the laser is active (IPPsub_nwell , ∅).

For each iteration of this step, a table containing the evolution
in time of each cell’s voltage swing amplitude (vDD-gND) is saved
for future analysis since different cells are affected by the laser
shot. It is also possible to save a table with the dynamic current
in time, which translates directly to the amplitude of the current
IPPsub_nwell for each cell in the circuit. Table 1 illustrates for three
different cells the remaining voltage swing when the laser effect
reaches its apex (peak of the double exponential transient current
from Fig. 4).

Table 1: List of cells of the circuit with their voltage swing
at the apex of the laser shot.

Spot pos. 1 Spot pos. 2 Spot pos. 10
Voltage Swing Voltage Swing Voltage Swing

U232 0.619 V U232 0.689 V U232 0.926 V
U132 0.620 V U132 0.678 V U132 0.905 V
U271 0.621 V U271 0.695 V U271 0.932 V

Note in this example that, for the laser spot position 1 (cf. Table
1) the cells are more affected (lower voltage swing) as the epicenter
of the laser spot is closer to these three cells. For laser spot positions
2 and 10, the cells are less affected since the epicenter of the laser
spot is far away from the cells listed in the table.

3.6 Step 6: inserting IPPsub_nwell
The IPPsub_nwell current component induces voltage drops in
the power/ground rails. This effect is captured thanks to Cadence
VoltusTM in the previous steps. In this step a shell script replaces
the ideal vDD and gND in the original spice netlist by waveforms
saved in step 5 for each cell in the circuit.

3.7 Step 7: inserting Iph
A shell script is used in order to add a current source between the
drain and bulk of pmos and nmos transistors. It models the laser-
induced currents that may turn into faults. Note that only one of
these current sources are activated depending on which drain’s PN
junction is reversely polarized. For this, it was necessary to run
a fault free electrical simulation and save a golden table with all
inputs and outputs of each cell as a function of time.

Knowing that the IPPsub_nwell current is defined as a f actor ×
Iph because of the parameter S in (1), it is possible to compute the
f actor value to be applied to each cell by analyzing the .lef file of
each cell and to estimate the area of the affected PN junction of the
transistor’s drain as well as the Nwell of the same cell.
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3.8 Step 8: electrical/hybrid fault simulation
At this point, electrical simulations are performed for each laser shot
with different locations as defined on step 3. Electrical simulations
are time consuming depending mainly on the circuit’s size and
available computing resources. To circumvent this drawback, a
hybrid simulation has to be performed. This simulation defines a
region of the circuit where only the most affected cells are simulated
with spice accuracy. For the hybrid simulation, Cadence Spectre
XPS simulator is used. To define the cells that are going to be
simulated at logical level, a threshold voltage is defined based on
the vDD-gND (ir drop + ground bounce) values provided by Table
2. If a cell’s power/ground voltage is close to the nominal vDD and
gND, it is considered that this cell is not affected by the laser shot,
since it is far away from the epicenter of the laser spot. For example,
if a threshold voltage of 10% of the nominal vDD = 1V is defined,
then all cells with ir drop + ground bounce lower than 100mV are
simulated at the logic abstraction level.

Table 2 shows the number of cells simulated with the logic ab-
straction level for different threshold voltages and different spot
locations. The spot locations were selected by chance with the pur-
pose to show that the number of affected cells changed depending
on the location where the laser shot was applied.

Table 2: Number of cells simulated with the logic abstrac-
tion level for different threshold voltages and different spot
locations. (5.21k cells in the circuit.)

Threshold No. of cells No. of cells
(ir drop + bounce) (spot loc. 1) (spot loc. 2)

10% 2535 2625
15% 4510 4585
20% 4641 4620

4 LASER FAULT SIMULATION RESULTS
4.1 Testbench
In order to simulate the effects of laser-induced faults on complex
systems, simulations were performed for different circuits, however
only results for an ARM7 processor (dut) are shown in details.
All circuits were synthesized using a 28 nm technology. The core
nominal voltage of the dut is 1 V and the clock period is 1 ns. The
dut has an area equal to 110 µm × 70 µm.

4.1.1 Circuit Inventory. The evaluated design is composed by
5.21 k cells, 5.34 k nets and 90 k nodes. The power-grid model gener-
ated by Cadence VoltusTM has 100 k resistors and 90 k capacitors.

4.1.2 Laser Spot Diameter. Typical laser sources used to produce
faults are characterized by a beam diameter equal to 1 µm, 5 µm
or 20 µm and a wavelength of 1064 nm. Although the minimum
diameter of a laser spot is 1 µm, given the laws of optic its effect
area extends far beyond [7, 23]. Consequently, a laser spot does
not induce a single transient current in a single cell, but several
transient currents at different sensitive nodes of the target. Without

loss of generality, a spot diameter of 1 µm has been chosen for the
experiments reported below.

4.2 Simulation Performance
The performance of the simulation depends directly on the available
computing resources and the complexity of the simulated circuit.
The available processor used to perform simulations was an Intel
Xeon E5630@ 2.53 GHzwith two cores and 16GB of RAM. Since the
proposed method deals with the simulation of laser-induced fault
injection, other factors should be also taken into account, such as
the laser spot diameter, its power and the duration of the laser shot.
Considering the simulation performed using only Spectre accuracy,
the simulation takes more time to be performed when comparing
to the simulation of the same circuit in a fault free scenario. This
happens as the cells no longer have ideal vDD and gND, thus the
simulator has to decrease the simulation step to account with laser-
induced transient currents, which are in the ps range. Therefore,
since the diameter of the laser spot determines how many cells
are affected, it influences on the time required by the simulator to
perform necessary calculations. When using hybrid simulation, it
is possible to decrease the amount of cells simulated with Spectre
accuracy, thus reducing simulation time.

Table 3 shows simulation times for different circuits using Spectre
XPS (hybrid simulation). Simulation times for other simulators
(Spectre accuracy only) are not shown as they take at least 22 times
more to simulate. Simulations were also performed using Spectre
and Spectre APS with the intention to compare results regarding
the accuracy of Spectre XPS. In all cases the results were the same,
i.e., the same sensitivity maps presented in the next section were
obtained. In fact, for this kind of analysis there is no need to have
the same precision as simulations for RF designs, in which the
Spectre RF simulator is recommended.

Table 3: Simulation performance for different circuits re-
garding one point of the fault sensitivity map (1 simulation
out of 345 simulations to create a complete map).

Circuit No. of cells Simulation time

Arm7 5.210 1min 02s
S38584 (ISCAS’89) 20.705 1min 20s

B18 (ITC’99) 52.601 3min 05s
B19 (ITC’99) 105.344 6min 35s

4.3 Laser Propagation on the Circuit Surface
To illustrate how the IR drop propagates in the circuit, refer to Fig.
8a and Fig. 8b. In Fig. 8a, for which no laser effect is considered,
the IR drop across the rails reach the maximum of 50mV. In this
figure, the voltage drop is uniquely due to normal switching activity.
Even though not fully uniform, the IR drop affects almost the whole
circuit. Fig. 8b (obtained in step 5 of the proposedmethod) illustrates
how the laser effect propagates in the circuit. In presence of a single
laser shot with a spot diameter of 1 µm at coordinates x=60 µm,
y=35 µm, the effect area extends along the X axis of the power-
grid main metal lines for more than 100 µm (the effect area has a
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shape that is stretched horizontally along the power supply rails
as they provide a propagation path to the laser-induced IR drop
and ground bounce). Whereas its extension along the Y axis is
only approximately 3 µm, i.e., three times the laser spot diameter.
The peak value of the induced voltage transient in the power lines
is 400mV (Fig. 8b). At this time, the voltage swing is reduced to
600mV. This value is far below the nominal core voltage of 1 V.
Thus laser-induced IR drop may induce faults in the circuit, such
as timing errors or even data disruption.

There are hundreds of standard cells inside the area affected by
the laser when considering a 28 nm technology, meaning that the
cells inside the affected area will absorb the laser-induced current
according to the surface distribution of the laser beam given by 1.

(a) (b)

Figure 8: ARM 7 layout with 5k+ instances: (a) Maximum
voltage drop (IR-Drop + groundbounce) in normal operation
condition. (b) Maximum voltage drop in presence of a laser
shot with spot diameter equal 1µm.

4.4 Simulated Scenarios
We report a total of 4 simulated scenarios among the ones studied.
They are illustrated in Fig. 9 that shows in the first line the clock
signal waveform used as a time reference. The two other lines give
the typical evolutions observed during simulations, of the signal Qx ,
the output of the cell ‘x’ of the design under illumination, in two
different situations. These two situations represent the behavior
when a laser pulse with 250 ps duration starts at 1.5 ns and 1.7 ns
respectively. These times are thus closer and closer to the next
rising clock edge that occurs at 2 ns.

The second line of Fig. 9 gives these evolutions when only the
IPh current sources with a double exponential shape are considered
to model laser effects. In the third line, the curve has a smoother
double exponential waveform when comparing with the profile of
double exponential current pulse (c.f. second line) proposed by [20]
due to the filtering effect (RC effect) of the supply voltage network.
In fact, the profile proposed by [20] aims to model alpha-particle
hits, which does not exactly correspond to charge generation and
collection in PN junctions excited with pulsed infrared lasers as
analyzed in [15].

4.5 Fault Injection Maps
For the purpose of assessing the contribution of laser-induced faults
into the circuit, we drew fault sensitivity maps on simulation basis
for different areas (considering the model presented in Section 2.1.3).
These simulations were performed for locations of the laser spot

Time (ns)
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lts

0 0.5 1 1.5 2 2.5 3

Scenario 3
Scenario 4

Qx

0
0.5

1

Vo
lts CLK

0
0.5

1
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Vo
lts

0
0.5

1
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Scenario 2

Figure 9: Typical waveforms observed during simulations
at the output of gates illuminated by a laser beam. Line 1:
clock signal. Line 2: waveforms observed when considering
IPh contribution only. Line 3:waveforms observedwhen con-
sidering IPh + IPPsub_nwell contributions.

sweeping the whole circuit area (110 µm x 70 µm) with X and Y
displacement steps of 5 µm, resulting in 345 simulations for each
figure (each dot location is that of a simulated laser shot). Fig. 10
reports the fault maps for which the model presented in Section
2.1.3 is used (i.e. with the power-grid model provided by the EMIR
CAD tool). The red dots correspond to the occurrence of a fault (soft-
error) and blue dots the absence of faults. Only bit-flip faults were
considered, i.e. faults corresponding to the flipping (with reference
to normal operation) of the output state of one or more flip-flops.

4.5.1 Contribution of Iph. Fig. 10a and Fig. 10b report simu-
lations performed considering only the influence of IPh (laser-
induced IR-drops are ignored). Having the transient current profile
a width of 250 ps, when this current is applied at 1.5 ns and 1.7 ns,
i.e., closer to the flip-flop sampling window (time window of width
tsetup + thold centered on the rising edge), more faults are observed.

4.5.2 Contribution of Iph and IPPsub_nwell. Fig. 10c and Fig. 10d
report fault maps for which IPh , IPPsub_nwell and the power-grid
model are considered (scenarios 3 and 4). By comparison to the
first line, it reveals that the fault areas are larger than expected for
the considered laser shot times. It also unveiled an extension of the
laser sensitivity in time, in which the number of faults are increased
respectively by a factor of 2.6 and 3.1 for the laser applied at 1.5 ns
and 1.7 ns. This demonstrates that IR drops induced by laser shots
play an important role in the occurrence of faults. Not taking this
effect into account leads to over optimistic results regarding the
threshold of fault injection.

5 CONCLUSIONS
This paper presented a new method that allows to simulate laser-
induced faults at the electrical level in large-scale circuits by using
standard CAD tools. Its main intent is to take into account the IR
drop effects induced by laser shots: a key parameter in the fault
injection process. For each cell in the circuit, a high accuracy elec-
trical fault model that includes the voltage drop effects in the power
and ground rails was used thanks to the use of an EMIR CAD tool.
The method was applied to a test-chip in order to demonstrate how
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Figure 10:Maps of laser-induced faults for the simulated sce-
narios: (a-b) laser applied at 1.5 ns and 1.7 ns respectively,
considering IPh contribution only. (c-d) laser applied at
1.5 ns and 1.7 ns respectively, considering IPh + IPPsub_nwell
contributions.

fault sensitivity maps can be drawn with the purpose of assessing
the contribution of laser-induced faults into the circuit.
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Abstract— Soft error resilience is an increasingly important 
requirement of integrated circuits realized in CMOS nanometer 
technologies. Among the several approaches, Bulk Built-in 
Current Sensors (BBICS) offer a promising solution able to 
detect particle strikes immediately after its occurrence. Principal 
challenges for its wide application in common designs are area 
costs and robustness, both directly related to the sensor’s 
sensitivity. Following this requirement, this work presents 
strategies enabling the design of high-sensitive BBICS. In detail, 
we are proposing three approaches based on gate voltage control, 
body biasing, and stack forcing that can be integrated in all state-
of-the-art BBICS architectures. In order to verify the feasibility 
of this approaches, the proposed techniques have been integrated 
in a modular BBICS realized in a comercial 65 nm technology. 
Simulation results indicate an increase of the detection sensitivity 
by up to factor 6, leading to 17 % area overhead, response times 
around 1 ns, a negligible power penalty, and high robustness 
against wide variations of temperature and process parameters. 

Keywords— Built-in current sensors, soft errors, transient 
faults, reliability 

I.  INTRODUCTION 
CMOS remains the dominating technology for integrated 

circuits, mainly due to its miniaturization capability and high 
integrability. However, the continuously reduction of 
technology sizes results in designs that are susceptible to 
several fault sources like parameter variations [1], oxide 
breakdown [2], and radiation [3]. In case of the latter, energetic 
particles inject electrical charge into sensitive regions of the 
semiconductor devices, creating transient currents that can 
result in soft errors. For years, researches on radiation-induced 
soft errors concentrated mainly on memories and application 
intended for avionics and aerospace environment. However, as 
current technologies reached nanometer scale, soft error 
resilience is also required for applications on ground level as 
well as the combinational parts of the circuits. Several 
concurrent error detection and/or correction techniques have 
been presented to circumvent the effects of soft errors. This 
includes the application of multiple clocking schemes [4], 
checker-based arithmetic units [5], and selective redundancy 
[6]. In contrast to gate and system level techniques, Bulk Built-
In Current Sensors (BBICS) are a promising approach on 
transistor level, which enables the detection of radiation-
induced particle strikes immediately after its occurrence [7-10]. 
BBICS offer fast error detection and low cost in terms of 
power. On the downside, BBICS design is a challenging task, 
as these sensors tend to be prone to parameter and temperature 

variations and/or require a considerable amount of area [11-
13]. Previous works introduced several different kinds of 
BBICS architectures, including the single BBICS [14], the 
modular BBICS [15, 16], the dynamic BBICS [17], a low-
leakage BBICS [18], as well as an architecture based on 
transistors with different threshold voltages [19]. Despite the 
diversity of BBICS architectures, there is still a demand for 
further improvements. Principal requirements are reduction of 
area costs and robustness.    

This work presents several new concepts leading to 
considerable enhanced sensitivity, and thus, to notably 
improved area costs, response time, and robustness. The 
proposed techniques can be employed by all reported BBICS 
architectures turning the results of this work into an important 
step towards the consolidation of the BBICS approach. 

The rest of the paper is organized as follows. Section 2 
introduces basic information and the BBICS method, while 
Section 3 details the new strategies. Section 4 is related to 
simulation results. Finally, section 5 draws the conclusion. 

II. PRELIMINARIES 
This section discusses the generation of transient faults 

induced by radiation on integrated circuits and introduces the 
BBICS approach. 

A. Transient Faults and Soft Errors 
Unintentional transient signal variations in integrated 

circuits are defined as transient faults. A transient fault can turn 
into a soft error when it propagates to the input of a sampling 
element or affects directly a node within the sampling element, 
for example a latch or flip-flop.  

There are several sources for transient faults like cross-talk, 
ground bounce, or radiation-induced energetic particles [20]. 
The latter are critical for reversed-biased p-n junctions, as it is 
the case for drain or source regions of transistors in cut-off 
state. In the event of a particle strike, the electron-hole pair 
track formed in the path of the energetic particle affects the 
electrical field in the depletion region to shortly adopt the 
shape of a funnel towards the substrate [21]. This starts the so-
called carrier collection that is observed as transient voltage on 
the affected node. The subsequent phase of carrier collection is 
defined by a slower phenomenon in which carriers are 
conducted through the depletion region due to diffusion. The 
corresponding current pulse is traditionally modeled by a 
double-exponential function Icoll by following equation [22]:  
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Hereby, Qcoll is the total collected charge, and tr and tf 
represent the time constants for the funnel collection and he 
second phase of carrier collection. 

B. BBICS Detecting Transient Faults 
The idea behind BBICS is to monitor anomalous currents in 

the transistor bulk in case of a particle strike [7, 12]. 
Consequently, it enables the detection of radiation-induced 
currents that might lead to soft errors.  

The principal idea of BBICS shall be introduced with the 
aid of the modular BBICS (mBBICS) reported in [15]. It 
consists of functional blocks named as heads and tail (see Fig. 
1). The head circuits are connected to the bulk of the monitored 
devices, i.e., the Block Under Test (BUT) in Fig. 1, and act as 
sensing elements. The outputs of several heads (wire headNMOS) 
are latched by the tail circuit. As most of state-of-the-art 
BBICS, the mBBICS approach comprises a NMOS type able 
to detect transient faults in NMOS devices and a 
complementary PMOS version. 

Fig. 1 illustrates an NMOS-mBBICS in which the gate of 
transistor Nh1 is connected to VDD and the drain to the NMOS 
bulk of the monitored transistors in the BUT. In normal 
operation, the drain of Nh1 acts as a virtual GND, while the 
head output (i.e., drain of Nh2) is at VDD level. In case of a 
particle strike, the fault current in the bulk is conducted through 
Nh1, resulting in a voltage drop over Nh1 that increases the 
gate voltage of Nh2. If this voltage exceeds the threshold 
voltage vth,Nh2 of Nh2, this device is switched on and the signal 
headNMOS is pulled down, leading the tail circuit to latch this 
signal and set an error flag. The circuit remains in this logic 
state until the reset transistor Pt3 is activated, turning the sensor 
ready for another detection [15].  

The PMOS-mBBICS, which permits the detection of 
transient faults in PMOS devices, has a complementary 
behavior and structure and is omitted herein for the sake of 
simplicity. 

The sensitivity of a BBICS relates to the amplitude of a 
radiation-induced bulk current that can be detected. The 

amplitude of this current correlates with the collected charge 
and the capacitive load of the sensor’s input [23]. The latter is 
directly related to the number of monitored devices. Hence, the 
higher the BBICS’s sensitivity the greater the number of 
devices a single BBICS can monitor and, consequently, the less 
the area penalty [24]. 

Note that the processing of the generated error flag in case 
of a transient fault is realized on higher abstraction layers and 
is not discussed in this work. Further information can be found 
in [25-28]. 

III. STRATEGIES FOR IMPROVING BBICS 
This section presents the strategies for improving the 

sensitivity of BBICS architectures, leading to enhanced 
response time, area costs, and robustness. All techniques are 
applied exemplarily for the mBBICS architecture. 
Nevertheless, we would like to emphasize the universality of 
the approaches for different types of BBICS architectures. 

For the sake of simplicity, the discussions relate solely to 
the NMOS version, but it can be carried over directly to the 
complementary PMOS type. 

A. Adjustable Gate Voltage on Sensing Transistor  
A common element of BBICS architectures is the sensing 

device that converts the bulk current into a voltage signal [12, 
17, 18, 29]. In case of the mBBICS, transistor Nh1 is this 
element (see Fig. 1 and section II.B). At the onset of a particle 
strike and a resulting bulk current, the voltage drop at the drain 
of Nh1 must be sufficient to activate Nh2, and thus switching 
the signal headNMOS. It is, therefore, desired that the current 
through Nh1 results into a high voltage drop over Nh1. On the 
other side, it has to be assured that the bulk voltage must be 
kept at GND level in fault-free operation mode. Previous 
BBICS [8, 11, 15, 18]  achieved these goals by using a 
transistor with small W/L ratio that operates in linear mode, 
i.e., a gate-source voltage equal to VDD. Consequently, the 
sensor sensitivity can be calibrated by adjusting the gate length 
of Nh1. This parameter is directly related to the channel 
resistance, and thus, the voltage drop over Nh1 in case of a 
fault current. However, this solution turns out to be costly in 
terms of area. 

We propose the application of a minimum sized transistor 
and adjustable gate voltage as illustrated in Fig. 2. Here, the 
voltage drop over Nh1 is controlled by the gate-source voltage 
Vgs_Nh1 of Nh1, which controls the channel resistance.  This 
solution proved to be area efficient, since it permits the 
application of a transistor with minimum length and width. 
Moreover, it also enables sensitivity adjustments during 
runtime. 

It is mandatory to assure that the bulk stays at GND level 
during normal operation in order to avoid variations of the 
threshold voltage of the monitored devices due to the body-
effect [30]. Hence, it must be ensured that the chosen gate-
source voltage allows the passing of noise and bulk leakage 
currents.  

Further, during physical design of the chip, distribution of 
voltages with values below the supply voltage has to be 

 

Fig. 1. mBBICS architecture (head + tail, NMOS type) able to detect 
transient faults in the monitored blocks defined as BUT 
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considered. However, this is a common problem and has been 
tackled in several related work [31, 32].   

 

B. Threshold Voltage Modification via Body-biasing 
A further element of the sensing part of BBICS is the 

transistor that works as a trigger and whose gate input is 
connected to the bulk [8, 11, 15, 18]. In the event of a particle 
strike, the voltage drop on the bulk caused by the bulk current 
that passes the sensing transistor activates the trigger device. In 
case of the mBBICS, the transistor Nh2 assumes this function 
(see Fig. 1 and section II.B). It is activated as soon as the bulk 
voltage crosses Nh2’s threshold voltage vth,Nh2. In order to 
achieve high sensitivity it is desired to have a low value for 
vth,Nh2.  

The threshold voltage vth of a CMOS device can be 
modeled with [33]:  

1 2th th0 sb dsv v aV a Vγ η= + −  (2) 

with vth0 is the zero-bias threshold voltage, γ is the body-
bias coefficient, a1 and a2 label technology constants, η 
corresponds to the Drain Induced Barrier Lowering (DIBL) 
coefficient, Vsb labels the source-body voltage, and Vds is the 
drain-source voltage. From equation (2) follows that the 
threshold voltage also depends on the body voltage, which is 
known as the aforementioned body-effect [30]. We propose to 
increase the sensor’s sensitivity by biasing the body of Nh2. 
Thereby, the body terminal is connected to a positive voltage 
source as illustrated in Fig. 3. Consequently, Vsb turns negative 
leading to reduction of vth_Nh2.  

The downside of this approach is an increasing sub-
threshold leakage current Isub due to lower threshold voltage 
[33]. Also, in order to separate the bulk from the other 
transistors, Nh2 has to be placed in a separated N-well, leading 
to higher area costs. 

C. Stack-forcing 
Most of the reported BBICS architectures apply feedback 

inverter structures to latch the signal that this generated via the 
sensing part [11, 12, 18]. Consequently, the performance of 
this structure is critical for the response time tresp of the sensor.  

In case of the mBBICS, the latching is executed in the tail 
circuits (see Fig. 1 and section II.B). Hence, in order to lower 
tresp, the signal invout must perform a fast state transition (0→1) 
when a particle strike is detected. This way, both inverters 
INV1 and INV2 created by the transistors Nt1/Pt1 and Nt2/Pt2 
should have switching voltages that favor a 0→1 transition of 
invout as well as a 1→0 transition of headNMOS (see Fig. 1). 
Consequently, the channel resistances of Nt1 and Pt2 should be 
higher than their counterparts in the inverters. This goal can be 
achieved by decreasing the W/L ratio of both devices. 
However, this leads to higher input capacitances that, 
consequently, increase the capacitive load of both inverters 
resulting in higher tresp.  

We propose the addition of a stacked device in row with 
Nt1 and Pt2, respectively (see Fig. 4). The gate of both stacked 
transistors is connected to a voltage source, which assures that 
both devices operate in linear mode.  This configuration leads 
to higher resistance of the pull-down path in INV1 and the 
pull-up paths in INV2 at constant input capacitances. Hereby, 
the increase of the path resistance follows on the one hand 
from the additional channel resistance due to the stacked 
device. Additionally, the increased potential of the source of 
Nt1 as well as Pt2 results in higher threshold voltages due to 
elevated source-body voltage Vsb, which increases the body-
effect (see equation 2).  

head

Nh1 Nh2Gate 
Voltage

headNMOSbulkNMOS

 

Fig. 2. Adjustable gate voltage applied on sensing transistor  

head

Nh1
Nh2

Body Bias 
Voltage

headNMOSbulkNMOS

 

Fig. 3. Body-biasing of the trigger device Nh2  

 
Fig. 4. Stack-forcing in the tail circuits 
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IV. ANALYSIS 
This section presents the simulation results of the proposed 

improvement strategies. All techniques have been applied 
exemplarily for the mBBICS architecture [15]. 

A. Test Environment 
The tests were based on a commercial 65 nm technology, 

with triple-well option and a supply voltage of 1.2 V. Chains of 
ten minimum sized inverters consisting of low threshold 
transistors (Ldrawn = 60 nm, Wdrawn_NMOS = 200 nm, Wdrawn_PMOS 
= 280 nm) implemented in a triple-well form the circuits to be 
monitored. The bulks of all devices of an inverter chain are 
connected to one head circuit. Hereby, NMOS devices are 
connected to a NMOS type mBBICS and PMOS devices to a 
PMOS type mBBICS. Moreover, several chains can be 
connected to a single head circuit. Each tail block is connected 
to six head blocks, following the results of previous works [15, 
16]. It should be noted that the sensors circuits are located 
outside the well regions of the monitored devices. 

B. Sizing and Voltage levels 
Following discussions relate to the NMOS type mBBICS 

but can easily be adopted for the complementary PMOS type. 

Table I lists the results of the sizing process, which was 
executed based on an iterative method similar to the one 
proposed in [34]. Notable outcomes of this step are the 
minimum sizes of Nh1 and the high W/L ratio of Nh2 in the 
head circuits (see Fig. 2). The first results from the proposed 
reduced gate voltage, while the latter follows from the 
requirement to have a high discharge current of the headNMOS in 
case of a detection. 

 Further, the devices in the tail circuits have been sized to 
favor a 0→1 transition of the signal invout (Fig. 4). 
Consequently, Pt1 received a high W/L ratio, while Nt1 is 
minimum sized. Likewise, the devices Pt2/Nt2 should provide 
a fast 1→0 transition of headNMOS, i.e., Pt2 should be minimum 
sized and Nt2 should have a high W/L ratio. However, during 
our analysis we could observe that the leakage through Nt2 is 
critical as it discharges the node headNMOS. Therefore, Nt2 is 
minimum sized, leading to lower leakage. Alternatively, high-
Vth devices could be applied [29]. Further, the devices utilized 
for stack-forcing, i.e., Nt3 and Pt4 (see Fig. 4 and III.C), are 
sized with very low W/L ratio leading to high channel 

resistances. Finally, the reset device Pt3 possesses a slightly 
increased width in order to restore the headNMOS to VDD in 
reasonable time. Also, the inverter INV3 is minimum sized. 

Table II lists the results of the determination of the voltage 
levels. It includes the gate voltages Vgate of Nh1 in the head 
circuit (see Fig. 2) and the stacked transistors in the tails (see 
Fig. 4), as well as the voltage Vbody_Nh2 of the bulk terminal of 
Nh2 (see Fig. 3). With exception of Vgate_Nh1 and Vgate_Ph1 all 
voltages have been defined via an iterative method similar to 
the one proposed in [34].  

As detailed in sub-section III.A, the gate voltage Vgate_Nh1 of 
Nh1 should be as small as possible, but must be high enough to 
assure that the bulk remains at GND level. Therefore, the 
design was operated for 1 s in normal mode, i.e., no strike 
current was applied, while the bulk was monitored. It could be 
determined that even for Vgate_Nh1 = GND the bulk continuously 
staid at GND level.  

In order to determine the exact area costs for each sensor, 
all blocks have been implemented as layout (see Fig. 5). 
Table III lists the sizes of the head and tail blocks of each 

TABLE I.  TRANSISTOR SIZES IN NM FOR THE APPLIED MBBICS WHEREAS THE 
1ST NUMBER INDICATES THE WIDTH AND THE 2ND THE LENGTH 

NMOS PMOS 
Name Size Name Size 
Nh1 135/65 Ph1 135/65 
Nh2 810/65 Ph2 945/65 
Pt1 540/65 Pt1 135/65 
Nt1 135/65 Nt1 675/65 
Nt3 135/325 Pt3 135/650 
Pt2 135/65 Pt2 135/65 
Nt2 135/260 Nt2 135/65 
Pt4 135/1300 Nt4 135/1300 
Pt3 270/65 Nt3 200/65 

 
(a) 

 
(b) 

Fig. 5. Layouts of NMOS type mBBICS (a) head and (b) tail 

TABLE II.  VOLTAGE LEVELS APPLIED TO THE MBBICS CIRCUITS 

NMOS PMOS 
Voltage Value Voltage Value 
Vgate_Nh1 0 mV Vgate_Ph1 1.2 V 
Vbody_Nh2 700 mV Vbody_Ph2 500 mV 
Vgate_Pt4 700 mV Vgate_Pt3 500 mV 
Vgate_Nt3 500 mV Vgate_Nt4 400 mV 



5 
 

types, the area of a set of six heads and a tail and the cell area 
of a minimum sized inverter. 

C. Characterization 
The proposed sensor was submitted to simulations in order 

to analyze its detection sensitivity and response time for typical 
conditions, i.e., temperature Temp = 25 °C and typical process 
corners.  

In a first attempt, we determined the minimum charge that 
leads to a transient fault at the output of the inverter chain. 
Therefore, a particle strike was simulated by a current pulse 
based on equation (1) with adjustable Qcoll at the output node of 
the 9th inverter of the chain. All injected transient currents were 
defined with tr = 1 ps and tf = 10 ps to keep the typical shapes 
of transient faults: short rise time and longer fall time [35, 36]. 
A transition fault was registered when the output voltage of the 
chain crossed VDD/2. 

The estimated values are Qcoll = 3.15 fC for particle strikes 
in a NMOS device and Qcoll = 3.5 fC in case of a PMOS 
transistor. Next, the response time for increasing amount of 
monitored inverter chains per head was analyzed. This analysis 
considers that the voltage peak on the bulk, which activates the 
device Nh2 in case of a particle strike, depends on the amount 
of monitored transistors [23]. The simulations had been 
realized for NMOS and PMOS type mBBICS with the Qcoll that 
results in a transition fault in the corresponding circuit. 

The results shown in Table III indicate that the NMOS type 
mBBICS has a response time lower than 1 ns for up to 50 
monitored inverters, while the PMOS type mBBICS achieves a 
similar response time for only 40 inverters. This difference can 
be explained by the greater width of the PMOS transistors 
(Wdrawn_NMOS/Wdrawn_PMOS = 200 nm / 280 nm), which leads to 
higher capacitive load on the bulk.  

Next, it was analyzed the sensitivity of the proposed 
mBBICS for different values of the collected charge Qcoll. 
Therefore, the NMOS type mBBICS was monitoring 50 
inverters, while the PMOS version was connected to 40 
inverters. As can be concluded from Table IV, an increase of 
Qcoll leads to a reduction of the response time tresp. This is an 
expected result, as larger collected charges result in higher bulk 
currents (see also equation 1).  

However, the results in Table V also reveal that the 
proposed mBBICS is more sensitive than required, i.e., it 
indicates a transition fault even if the collected charge is not 
sufficient for changing the output signal of the inverter chain. 
Depending on high layer processing, this false detection might 
lead to a performance penalty of the integrated design. It is up 
to the designer to trade-off the sensitivity with the sensor’s 
robustness against variations. 

Fig. 6 depicts the area penalty and maximum response time 
in relation to the number of inverters monitored by a NMOS 
and PMOS type mBBICS pair. It had been considered that a 
tail connects to six heads [15]. The results indicate that the 
monitoring of 40 to 60 inverters per head leads to an area 
penalty between 10 to 20 %, while the related maximum 
response time is between 1 to 2 ns.  

TABLE III.  LAYOUT SIZES OF MBBICS BLOCKS AND INVERTER (DESIGEND IN 
65 NM TECHNOLOGY) 

 NMOS PMOS INV 

Head 13.4 µm² 5.9 µm² - 

Tail 14.3 µm² 15.7 µm² - 

Head + 6 tails 94.7 µm² 51.4 µm² - 

Cell area - - 3.5 µm² 

TABLE IV.  NUMBER OF MONITORED INVS VS. RESPONSE TIME  

NMOS (Qcoll = 3.15 fC) PMOS (Qcoll = 3.5 fC) 
N° INV tresp [ns] N° INV tresp [ns] 

10 0.24 10 0.45 
20 0.27 20 0.50 
30 0.35 30 0.66 
40 0.54 40 1.04 
50 0.94 50 2.08 
60 1.74 60 9.56 
70 3.35 

 80 8.10 

TABLE V.  DETECTION CAPABILITY OF THE PROPOSED BBICS. TF 
INDICATES THE OCCURRENCE OF A TRANSIENT FAULT, DTCN INDICATES 

WHETHER THE ERROR FLAG WAS SET.  

 NMOS (50 INV) PMOS (40 INV) 
Qcoll (fC) TF DTCN tresp [ns] TF DTCN tresp (ns) 

1.8 No û - No û - 
2.0 No ü 6.2 No û - 
2.3 No ü 3.14 No û - 
2.5 No ü 2.03 No ü 11.64 
2.7 No ü 1.44 No ü 3.15 
3 No ü 1.09 No ü 2.03 

3.2 Yes ü  0.86 No ü 1.49 
3.4 Yes ü  0.71 No ü 1.20 
3.6 Yes ü  0.60 Yes ü  1.06 
3.8 Yes ü  0.53 Yes ü  0.88 
4.0 Yes ü  0.47 Yes ü  0.80 
4.3 Yes ü  0.43 Yes ü  0.72 
4.5 Yes ü  0.40 Yes ü  0.67 
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Finally, the cost in power consumption was estimated for a 
configuration of 40 monitored inverters per NMOS/PMOS 
mBBICS pair. Therefore, the chains were simulated for a 
frequency of 1 GHz and an activity of 20 %. The increase of 
the power dissipation due to the application of mBBICS was 
estimated with 0.3 %.   

D. Robustness Analysis 
In this work, we define robustness as resilience against 

environmental influences, e.g., temperature fluctuations, and 
technological factors, e.g., process variations.  

In order to determine the impact of environmental factors, 
we studied the impact of the temperature on the response time 
tresp of the proposed sensor. Therefore, the NMOS type 
mBBICS was simulated with 50 inverters and Qcoll = 3.2 fC, 
while the PMOS version was simulated with 40 inverters and 
Qcoll = 3.6 fC. The devices sizes of each sensor are taken from 
Table I. 

The results listed in Table VI indicate that the NMOS type 
mBBICS could not detect transient faults for temperatures 
lower than -20 ºC and higher than 90 ºC. In contrast, the PMOS 
type mBBICS proved to work over the complete analyzed 
temperature range of -55 ºC to 125 ºC. The reduction of tresp 
with increasing temperature follows mainly from the inverse 

relation between temperature and transistors threshold voltage 
[37]. Thus, at higher temperatures vth,Nh2 decreases, which 
results in lower tresp (see also sections II and III). 

Next, the impact of process variations on the response time 
was analyzed. Therefore, following corner cases, which are 
offered by the chosen technology, had been selected: fast-fast 
(FF), slow-slow (SS), fast-slow (FS) and slow-fast (SF), 
whereas the first term relates to the NMOS devices and the 
second to the PMOS ones. Further, for each sensor 1000 
Monte-Carlo simulations have been executed and the 3σ-delay 
was determined [38]. The latter refers to the maximum delay 
over 99.86 % of all simulations. In call cases, the temperature 
was set to 25 ºC. 

The results are listed in Table VII. It follows that in all 
cases the sensors could detect a transient fault. Although, it was 
only in FF and FS process corners (for NMOS type mBBICS) 
and FF and SF (for PMOS type mBBICS) that the fault could 
be detected in less than 1 ns. The higher response times for the 
corners SF (NMOS) and FS (PMOS) as well as for the Monte-
Carlo simulations follow from the impact of Nh2 and Ph2 on 
tresp (see also III.B).  

E. Comparsion with related works 
In a final step, the proposed mBBICS was compared to its 

unmodified version, similar to the one presented in [15]. 
Therefore, the sensor was implemented with the recommended 
parameters reported in [15] and the values for Qcoll were set 
such that a transient fault occurred in the monitored inverter 
chains. The simulation results indicated that the unmodified 
sensor could solely monitor 10 inverters per head (NMOS and 
PMOS type). Hence, the proposed modifications increased the 
sensor’s sensitivity by factor 6, in case of the PMOS type, and 
factor 8 for the NMOS type sensors. The response times are 
with 0.36 ns for the NMOS and 0.67 ns for the PMOS type 
roughly 50 % lower than for the modified version. Differences 
to the results in [15] follow from the applied technologies, as a 
predictive 16 nm technology was chosen. 

Table VIII compares the results of the proposed sensor to 
reported BBICS. The table list the area and power penalty to 
the monitored circuits, the minimum collected charge Qcoll that 
could be detected and the related rise time tr, as well as the 
applied technology. It should be noted that, following from 
equation (1), the smaller Qcoll and the pulse width the lower the 
detection capability of the sensor. The comparison indicates 
that the proposed sensor offers an auspicious relation between 
detection sensitivity and area offset in comparison to the 
applied technology.  

 

Fig. 6. Area penalty and maximum response time versus number of 
monitored inverters per NMOS/PMOS mBBICS pair (one tail per six heads) 

TABLE VI.  RESPONSE TIME VERSUS TEMPERATURE 

 

NMOS type mBBICS 
(Qcoll = 3.2 fC, 50 INV) 

PMOS type mBBICS 
(Qcoll = 3.6 fC, 40 INV) 

Temp [ºC] tresp [ns] tresp [ns] 
-55 No detection 1.50 

-20 1.26 1.26 

0 1.05 1.16 

25 0.86 1.06 

50 0.80 0.98 

75 0.67 0.91 

90 0.60 0.87 

125 no detection 0.76 

TABLE VII.  RESPONSE TIME FOR DIFFERENT PROCESS CORNERS AND 
MONTE-CARLO SIMULATIONS  

  
tresp [ns] of NMOS type  
(Qcoll = 3.2 fC, 50 INV) 

tresp [ns] of PMOS type  
(Qcoll = 3.6 fC, 40 INV) 

FF 0.33 0.55 
FS 0.50 1.57 
SF 1.85 0.76 
SS 4.20 2.24 

MC (3σ) 3.75  2.01 

0 10 20 30 40 50 60 70
0

2

4

6

8

10

12

0%

10%

20%

30%

40%

50%

60%

70%

80%

M
ax
.	r
es
po

ns
e	
tim

e	
[n
s]

Ar
ea
	P
en

at
y

INV	per	NMOS/PMOS	mBBICS	head	pair



7 
 

Table IX compares the presented sensor with hardware 
approaches for soft error detection in terms of area and delay 
penalty as well as the capability to detect all soft errors. The 
techniques Transient detection on Flip-Flops and Time 
redundancy are not able to detect all soft errors, as both do not 
consider soft errors that last longer than a clock period [39, 40]. 
It can be noted, that the proposed sensor has, compared to 
related approaches, a considerable area overhead and stands 
out with the absence of any delay penalty. 

V. CONCLUSIONS 
The application of Bulk Built-In Current Sensors (BBICS) 

is a promising solution to cope with increasing problems due to 
soft errors in nanometer technologies. However, these sensors 
demand high detection sensitivity in order to detect required 
level of collected charges, fast response times, high robustness 
against variations and reasonable area penalty. The proposed 
modification for BBICS include adjustable voltage of the 
sensing transistors, body-biasing, and stack forcing to mitigate 
these problems. Simulations of a modified sensor in a 
comercial 65 nm technology indicated that the proposed sensor 
could detect all injected transition faults with response times 
close to 1 ns for the nominal case, and near 4 ns under wide 
process and temperature variations. This could be achieved 
with a reasonable area offset of 17 % and very low increase in 
power dissipation. Further, in comparison to the unmodified 
version of the sensor, the sensitivity could be increased by up 
to factor 6, while the response time decreased by more than 
50 %. It should be noted, that the proposed design strategies are 
applicable on all state-of-the-art BBICS architectures. 
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Abstract—Asynchronous design is an interesting alternative
for low-power digital systems. To improve the performances
of bundled-data asynchronous circuits, this paper investigates
the class of asynchronous protocols that use the falling edge
of the request wire to indicate data validity, also called late
protocols. We show that late protocols gains in area and energy
increase with the length of the critical path. The throughput of
the protocol Maximus, one of the two new protocols presented,
remains remarkably high even when the pipeline is almost full.

I. INTRODUCTION

Asynchronous circuits are a promising solution to design
modular circuits with low electromagnetic emissions and high
tolerance to variations [1]. These characteristics come from
each data transfer being a local transaction between registers.
Asynchronous registers communicate through channels that
explicitly notifies the destination register of the arrival of new
data (requests) and the source register of the liberation of
the channel (acknowledgments). In bundled-data (BD) circuits
(Figure 1a), each channel consists in data wires, which are
similar to synchronous ones, and two handshake wires for the
requests and acknowledgments.

At the interface of channels, each register is associated with
an asynchronous controller. As Figure 1b shows, the controller
waits until there are new data on the input channel (L for left)
and no data on the output channel (R for right). Then, the
controller fires the local clock clk, thus filling the R channel
and emptying the L one.

In practice, the state of the channel (full or empty) is coded
by the handshake wires. The asynchronous controllers order
the transitions (rising or falling edges) of these wires so that
the channel state follows correctly the data movements, hence
the name ‘bundled-data’. These relative ordering constraints
of the transitions on the handshake wires is called protocol.

When using flip-flops as registers, there are three kinds of
protocols (Figure 2), called signaling conventions [2]. Firstly,
in the 2-phase protocol, the data is considered valid after
both the rising and falling edges of the request. A controller
implementing the 2-phase protocol is simple but requires
dual-edge triggered flip-flops. Secondly, the early (and broad)
protocols use the rising edge of the request wire to notify new
data arrivals. All 137 early protocols [3], [4] are penalized by
the return-to-zero (RZ) phase, during which the channel needs
to return to its idle state without transmitting any data. Finally,
the late protocols, three of which are known [5]–[7], use the
falling edge of the request wire to notify new data. By having
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Combi-
national

logic

data res datanext

Cont-
roller

clkclkprev clknext
req reqnext

acknextack

δ δnext

(a) Structure of an asynchronous bundled-data pipeline. Local handshake signals
(requests and acknowledgments) manage data transfers.
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(b) Action of an asynchronous controller. It acts when there are new data from
the previous stage (request on Lr) and the next stage is ready to receive new
data (acknowledgment on Ra). Then, the controller fires the local clock clk to
capture data, notifies the next controller for incoming data (request on Rr) and
to the preceding one for its readiness to receive new data (acknowledgment on
La).

Figure 1. Bundled-data 3-stage pipeline.

a working phase instead of a RZ, late protocols allow higher
throughput at the cost of more complex controllers [6], [7].

This paper highlights the improvements of the area, and
energy efficiency of BD pipelines brought by late protocols,
and the caveats of existing ones (Section II). Section IV pro-
poses the two new late protocols, Late-capture and Maximus,
that increase the decoupling of previously proposed ones.
Sections V and VI compare the proposed protocols and present
a performance metric to rank controllers depending on the
operation conditions. To the best of our knowledge, Maximus
is also the first late protocol which could not be used with an
early convention. Thus, asynchronous protocols is proven still
to be an open question.

req Lr

ack La

2-phase D1 D2 D3 D4

early D1 RZ D2 RZ

late work D1 work D2

4-
phase

Figure 2. Possible signaling conventions [2]. Channels are empty in the grey
zones.
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(a) Early protocols. The long RZ phase is due to the propagation of the fall of the request wire
through the DE δE . This RZ time is a synchronization overhead hindering the pipeline throughput.
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∼ 2δL
t = f−1
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(b) Late protocols. The RZ is shorter as the falling
edge Lr% has already gone through the DE.

Figure 3. Timing of the transmisssion of one data item. Tcp is the length of the critical path of the current stage. Arrows indicate ordering constraints.

II. ASYMPTOTIC EVALUATION OF THE INTEREST OF LATE
PROTOCOLS : AREA, ENERGY, AND THROUGHPUT

In order to meet the setup constraints, delay elements
(DEs) (denoted δ in Figure 1a) have to be inserted on the
request wires. The request has indeed to reach the destination
controller after the data has reached the destination register
(BD constraint). This sections shows that, as the length of the
critical path Tcp increases, the required size of DE δ is smaller
for late protocols than for early ones (resulting in better surface
and energy consumption). Also, the throughput of the stage
(denoted f ) decreases less in the case of late protocols.

For the sake of clarity, delays in the controller are con-
sidered negligible compared to δ in this section. Simulation
results in Section VI however take into account all delays.

A. Performance of early protocols : the return-to-zero burden
As Figure 3a shows, ‘Data’ start propagating from the

previous stage when Lr rises. After a time δE , the rising edge
has gone through the DE and reaches the current controller.
With an early protocol, this rising edge notifies the arrival of
the data. Hence, the BD constraint imposes δE > Tcp.

After the transmission is done, the channel must returns to
zero before accepting new data : the transmission is acknowl-
edged (La1), the request wire falls (Lr% and then Lr + δE%).
Therefore, Trz > δE . As a result, the throughput fE of the
stage verifies (1).

fE < fEmax =
1

2δE
∼ 1

2Tcp
(1)

The best case scenario, Trz = δE , is achieved when the
left channel (L) is decoupled from the right channel (R), i.e.
when L can return to zero without waiting for R. In non-
decoupled protocols (e.g. the ‘simple’ protocol [8]), Trz =
max(δE , δEnext), where δEnext is the length of the next stage’s
DE.

This means that for a critical path of Tcp = 2ns, the maxi-
mum achievable throughput is 250MHz. The throughput can
be improved by using decoupled controllers and asymmetric
DEs, which allow the falling edge of the request to go through
the DE faster than the rising edge. However, both decoupled
controllers and asymmetric DEs lead to larger circuits and
higher energy consumption.

B. Performance of late protocols: putting return-to-zero to
work

As for the early protocols, ‘Data’ starts propagating when
Lr rises (Figure 3b). Also similarly, after a time δL, the rising
edge has gone through the DE and reaches the destination
controller. Unlike the early case, the data ‘Res’ do not need
to be arrived yet at the end of this working phase.

Then the rising edge of the request wire (Lr + δL 1) is
acknowledged by La1. The request wire goes down (Lr%).
After a time δL, this falling edge reaches the controller. With
a late protocol, this falling edge notifies the arrival of the data.
Hence, the BD constraint imposes 2δL > Tcp.

After the transmission is done, the channel returns to zero
before accepting new data. The RZ is nevertheless shorter than
for an early protocol : the transmission is acknowledged by a
single falling edge (La%). Therefore, Trz > 0. As a result, the
throughput fL verifies (2).

fL < fLmax =
1

2δL
∼ 1

Tcp
(2)

As for early protocols, the best case scenario, Trz = 0, is
achieved with decoupled protocols. In non-decoupled proto-
cols such as CUSA [5], Trz = δLprev + δLnext, where δLprev and
δLnext are respectively the lengths of the DEs of the previous
and next stages.

In conclusion, the shortening the RZ phase allows late
protocols to have higher throughput (fLmax ∼ 2fEmax). Also,
thanks to the working phase, late protocols also requires
inserting smaller DEs (δL ∼ δE/2). These smaller DEs save
area and energy.

III. DECOUPLING-BASED CLASSIFICATION OF EXISTING
LATE PROTOCOLS

Decoupling is a key factor of the controller throughput.
Therefore, decoupling is at the base of all generic classifi-
cations of protocols.

Most frameworks are dedicated to early protocols. Either
the works propose constraints to ensure functional early pro-
tocols, list the possible compliant protocols and order them by
decoupling [8], [9]. Or the early protocol offering a maximal
concurrency (the least coupling) serves as a seed from which
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all others protocols are exhaustively obtained by successive
transformations that reduce the concurrency [3], [4].

To the best of our knowledge, only three late protocols
have been proposed: CUSA by David [5], Burst-mode by
Yun, Beerel and Arceo [6], and Early-ack by Mannakkara
and Yoneda [7]. All three protocols have a common operating
mode shown in Figure 4, but have different decoupling.
Figure 5 shows the relationships between their respective
decoupling: CUSA is less decoupled than Burst-mode, which
is itself less decoupled than Early-ack. Note that Early-ack
requires additional timing assumptions to operate correctly.

Lr

La

Rr

Ra

�EA �BM & EAEA

Figure 4. Ordering of transitions for controllers implementing existing late
protocols. Arrows represent ordering constraints between the transitions. In
particular, dotted arrows are responses of the rest of the pipeline to the
controllers actions (solid arrows).

The waveform of Figure 4 specify a protocol by using
arrows that define relative ordering constraints between the
transitions: the transition at the arrow head must occur after the
transition at its tail. For the sake of readability, this formalism
is prefered to the usual STG specification [10]. We used the
latter to get the formal expression of the RZ times.

1) CUSA: The protocol represented by Figure 4 is CUSA,
the least decoupled of the three existing late protocols. After
the request arrives (Lr%), a new handshake is initiated on the
R channel (Rr1). Then, the controller waits for a rising edge
on the acknowledgment wire (Ra1) to acknowledge the data
on the L channel (La%) and send the request on the R channel
(Rr%), and so on.

2) Burst-mode: The Burst-mode protocol decouples the
La1 transition by removing the Ra%→ La1 dependency of
CUSA.

3) Early-ack: The Early-ack protocol decouples the La%
transition (by removing the Ra 1→ La % dependency) and
increases concurrency (by replacing Ra%→ La1 by Rr%→
La1). This data sequence requires however a fast propagation
of the request falling edge (Rr%δnext→ Lrnext%→ Rrnext1), other-
wise new data could be accepted (Rr%→ La1→ Lr%→ Rr1)
before the next stage reads the current one. As the latter path
goes through no DE, the DE δnext on the former path must be
asymmetric and have a short falling delay.

IV. PROPOSED LATE PROTOCOLS AND POSITIONING WITH
RESPECT TO THE EXISTING ONES

Due to their couplings, the existing protocols CUSA and
Burs-mode do not reach the minimum RZ time (Trz = δprev +
δnext for CUSA and Trz = δnext for Burst-mode). Although,
the protocol Early-ack has a negligible RZ time, Early-ack
requires asymmetric DEs which prevent from halving the
length of the DEs. To solve these issues, we add two new
protocols to the existing family of late protocols (Figure 5).

CUSA
[5]

Burst-mode
[6]

Late-capture
[added]

Early-ack
[7]

Maximus
[added]

Figure 5. Relative ordering of existing an proposed late protocols. Arrows
indicate a strict increase in decoupling.

A. Late-capture

Late-capture is the late protocol that follows the same
synchronization principle as Early-ack, but reduces decoupling
in order to allow using symmetrical delays. As Figure 6 shows,
the La1 transition waits for Ra% (instead of Rr% for Early-
ack).

Lr

La

Rr

Ra

�LCMAX & �MAXMAX

Figure 6. Ordering of transitions for controllers implementing the proposed
late protocols.

However, this decoupling reduction requires the previous
stage to stop without having sent the request. When the current
stage has finished its data transfer (Ra% after a time Tcp = 2δ)
the previous stage can send the request, which goes through
the previous DE δprev. Therefore, Trz = δprev.

B. Maximus

The protocol Maximus targets the optimal RZ time while
not requiring asymmetrical DEs as Early-ack does. As Early-
ack (Figure 4), Maximus removes the same dependencies as
Burs-mode (Ra %→ La 1) and Late-capture (Ra 1→ La %)
(Figure 6).

The dependency R1→ La1 is added to obtain a smaller
circuit. With this dependency, only one internal state variable is
needed to complete the state encoding. Moreover, this formal
concurrency reduction does not degrade the actual perfor-
mance. Indeed, the internal transitions Lr %→ Rr 1→ La 1
takes less time than Lr%→ La% δ→ Lr1→ La1.

Of all presented late protocols, Maximus is the first that
has early equivalent in existing frameworks dedicated to early
protocols [3], [4]. The concurrency reduction on the L channel
of the late protocols actually allows increasing the decoupling
of the R channel.

C. Expected performances of new protocols compared to
existing ones

Figure 7 shows how the proposed protocols (in red) are
expected to perform compared to the existing protocol. In
terms of surface (asymptotically proportional to the size of
the DE), Late-capture and Maximus will have reduced DEs
as typical late controllers (Section II-B). Early-ack is an
exception as it requires using asymmetric DEs.
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δ (∝ Surface)

Throughput
1

2Tcp

1

Tcp

Tcp

Tcp/2

Early 2-phase
Early-ack

CUSA Burst-mode
Late-capture

Maximus

Figure 7. Summary of asymptotic performances of the existing and proposed
protocols depending on the critical path length Tcp.

In terms of throughput, Maximus reaches the ideal through-
put, along with Early-ack and 2-phase protocols. For Late-
capture, there is one DE toggle during the RZ phase. However,
as the DEs are shorter than for early protocols, the toggle has
less impact on the throughput.

V. BENCHMARK

We compare the proposed Late-capture and Maximus to
three of the classical early protocols of [8] (Simple, Semi-
decoupled, and Fully-decoupled) and to Burst-mode [6]. The
controllers are mapped on a TSMC 40 nm CMOS library by
Dolphin Integration. The simulations at gate-level with retro-
annotated delays aim at refining the properties of late protocols
summarized in Figure 7.

A. Implementation of the controllers

The controller implementation uses symmetric and asym-
metric C-elements. Figures 8a and 8b show their respective
gate symbols and conventional transistor-level implementa-
tions. Since the target technology library had only symmetric
C-elements, Figure 8c shows the used gate-level implementa-
tion of the asymmetric C-element.

Figure 8 shows the controller speed-independent gate-level
netlists synthesized using the tool Petrify [11]. The input of
Petrify is the STG specification of the protocol. The tool
generates the state graph, eventually inserts state variables to
complete the state coding, and return the required hardware.

CA
B

Z

A

A

B

B
Z

(a)

+

–
C

A
B
C

Z

C

B

B

A

Z

(b)

+– C

L

La

Rr
Ra

(d) Burst-mode
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(f) Maximus

Figure 8. C-element and controller implementations. a) Conventional sym-
metric C-element. b) 3-input asymmetric C-element. c) 3-input asymmetric
standard cell C-element. d-f) Late controllers.

B. Circular pipeline configuration

For each controller, we simulate a ring of 20 identical stages.
The circular configuration allows keeping a constant number
of data items in the pipeline. At most 20− 1 = 19 data items
can circulate in the pipeline. This corresponds to a ratio of data
items to the number of stages, namely occupancy, of 95%. To
contain 19 data items, we must put two simple controllers
per pipeline stage (half-buffer). Other protocols only need one
controllers per pipeline stage (full-buffers).

We simulate the pipelines with different DE lengths δ,
identical for all stages. The benchmark uses inverter-based
delays: chains of minimal-size inverters. The propagation
delays of rising and falling edges are similar.

VI. ANALYSIS OF SIMULATION RESULTS

To abstract the result from the used technology and pipeline
data widths, the delay unit is the gate delay (GD). It corre-
sponds to the switching time of one minimum-size inverter
connected to three identical ones (FO3). Also, one data item
(DI) is the number of bits of the output stage of the pipeline.
In the used technology, 1GD = 420 ps. Then, the throughput
is expressed milli-data item per gate delay (mDI/GD). If the
pipeline output is 32-bit wide, then 1mDI/GD = 76Mbit/s.
The pipeline with simple controllers and delay lines of null
size is the reference for normalization of area and performance
metric.

A. Benefits of halving the delay elements: area and energy
gains

As expected from Figure 7, late protocols requires half as
many inverters as early protocols to cover the same critical
path (Figure 9a).

As a first result (Figure 9b), for longer critical paths, the
area of the asynchronous control (controllers and DEs) using
late protocols becomes smaller than if it used early protocols.
The area gain on the DEs compensates the added logic in the
controller. Note that in our test setup, gate implementation of
the asymmetric C-elements are much larger than what direct
transistor implementation could yield.

In term of consumed energy, being more complex, late
controllers consume more energy than early controllers. Nev-
ertheless, the efficient use of the DEs mitigates this energy
overhead for long critical paths (Figure 9c). Note that the
dynamic energy increases linearly with Tcp and the leaked
energy linearly with Tcp2. Among the late controllers, Burst-
mode uses less energy.

B. Benefits of reducing the RZ phase: throughput gain

Figure 9d shows the minimum frequency of the pipeline
(inverse of the maximum throughput) in function of critical
path length. Consistently with Figure 7, the slopes of the
lines are 2 for the early protocols, 3/2 for Burst-mode and
Late-capture, and 1 for Maximus. Due to the computation
overhead of the late protocols, only early protocols allow
having propagation times and cycle times smaller than 7 GD.
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Figure 9. Comparison of early and late protocols. a) Required size of delay elements versus critical path length Tcp. b) Area and c) Consumed energy per
data transfer versus Tcp. d) Pipeline frequency versus critical Tcp. e) Throughput versus occupancy for a fixed Tcp = 14GD. f) Figure of merit versus Tcp.

For fair comparison, we compare the protocols with delay
elements matching at best a critical path length Tcp of 14 GD.
Thus, all protocols have similar throughputs on the left part
of Figure 9e, where the throughput is limited by the requests,
themselves limited by the propagation of few data in the
pipeline. On the right hand side, the throughput is limited by
the propagation speed of the acknowledgments. For Maximus,
this speed is independent on the delay element length, leading
to high throughput even at high occupancy.

C. Figure of merit

In order to choose among the protocols, we define the
following figure of merit (FOM):

FOM =
Throughput

Area× Energy
× Tcp3 (3)

Where the Tcp3 factor would lead to strictly positive asymp-
totic values in the absence of leakage.

Figure 9f plots the normalized FOM of each controller
versus the critical path length. For short critical paths (less
than 4 GD), late protocols are too slow to efficiently match
the paths. For medium length path (between 4 and 21 GD),
Burst-mode stands out because it is low energy consumption.
It appears that the Late-capture, which we introduced as a
logical complement of the rest of the family, has no particular
interest compared to Burst-mode. Finally, for long critical path
(more than 21 GD), Maximus provides the best results because
of its capacity to maintain a high throughput.

VII. DISCUSSION

A. Of the use of asymmetric delay elements

Asymmetric DEs would shorten the RZ phase of early
protocols at the cost of increased area and power consumption.
Therefore, they may become faster than semi-decoupled late
protocols such as Burst-mode and Late-capture. For pipelines

with high occupancy however, Maximus should still be faster
as the RZ phase only consist in one transition on the acknowl-
edgment wire instead of two (plus one on the request wire)
for the early protocols.

B. Of the search for all late protocols

The existing framework exploring extensively asynchronous
protocols are dedicated to early protocols [3], [4]. They are
based on a protocol of maximum decoupling from which all
protocols are deduced by successive decoupling reduction.
Late protocols such as Maximus actually that take advantage
of the coupling on the left channel to increase the coupling
of the right channel beyond what is possible for early pro-
tocols. Therefore, such late protocols are out of the existing
frameworks.

Nevertheless, the existing strategies for exploring early
protocols can be transposed to late ones. Maximus without
its optimization decoupling reduction (Rr1→ La1) seems a
good candidate for the most decoupled late protocols.

VIII. CONCLUSIONS

Late protocols are interesting design opportunities to im-
prove the area, throughput and energy efficiency of bundled-
data pipelines. The decoupling added in the Maximus protocol
allows maintaining high throughput even in pipelines with
high occupancy. Maximus also pushes the frontier of known
protocols. New frameworks should be developed to finish
exploring the protocol design space.

Asynchronous pipelines can be improved by using several
protocols in the same circuit [12]. Therefore, the new protocols
empower the designers in selecting the controllers fitting best
their applications and architectures. Versatility may be a key
property to make asynchronous design a more competitive
solution in terms of area and performance.
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Abstract – This paper presents a new recovery scheme for dealing 
with short-to-long duration transient faults in combinational 
logic. The new scheme takes earlier into account results of 
concurrent error detection (CED) mechanisms, and then it is able 
to perform shorter recovery latencies than existing similar 
strategy. The proposed scheme also requires less memory 
resources to save input contexts of combinational logic blocks. In 
addition, this work also proposes a taxonomy of CED techniques. 
It allows pointing out which are the necessary recovery resources 
as well as identifying which are the types of CED mechanisms 
that can be used with the new recovery scheme of this paper. The 
effectiveness of the proposed scheme was evaluated through 
electrical-level simulations. For all short-to-long duration 
transient-fault injections, it was never slower than state-of-art 
similar strategy, and indeed its recovery latency was faster for 
34% of the simulated faulty scenarios. 

Keywords – transient faults; soft errors; concurrent error 
detection; and recovery schemes 

I. INTRODUCTION 
Higher resilience is expected from an increasing number of 

integrated systems while, in the same time, ultra-deep 
submicron technologies make these systems prone to 
misbehaviors induced by the natural aging processes or the 
environment (radiations from cosmic origin or every day 
material). In addition to these natural phenomena, malicious 
fault-based attacks can be used for leading secure systems to 
misbehavior, bypassing security mechanisms or providing 
information on confidential data [1][2]. For both these 
environmental or malicious phenomena many applications 
require fast recovery. 

Until the early 2000’s, researches on transient faults and soft 
errors focused essentially on memory elements, which were 
considered the system’s most vulnerable circuits. Many 
concurrent error detection and/or correction mechanisms were 
proposed to mitigate soft errors induced by transient faults in 
memory cells. In the last decade, however, more sensitive 
deep-submicron technologies as well as the increasing demand 
in terms of digital security have also pushed for the 
development of countermeasures against transient faults in 
combinational parts of the circuits. These faults indeed can 
propagate up to storage elements and thus cause soft errors as 
well. On the other hand, if the transient fault does not induce 
any error due to an electrical, logical or latching-window 
masking effect, its detection is crucial all the same in secure 
applications since the fault itself reveals an attempt of attack. 

In addition, some transient fault phenomena considered as 
short in the past (much less than one clock cycle) can be now 
considered as long duration transient faults (reaching the clock 
period) due to the possibility of higher operating frequencies 
in recent ultra-deep-submicron technology-based circuits 
[3][4]. In fact, the effects of long-duration transient faults have 
clearly a much higher probability of not being masked, and so 
they also stand a greater chance of producing system failures. 
In addition, we may expect that maliciously induced transients 
could be better monitored whether they last several clock 
cycles. This emerging issue on long-duration transients 
introduces therefore supplementary difficulties to design 
optimized protections for the circuits. 

The current trend in solutions to cope with transient-fault 
effects is applying protection techniques at different 
abstraction levels of the design [3][4][5][6]. The idea is thus to 
prevent the use of costly fault-tolerance mechanisms like the 
tripe modular redundancy, taking advantage of cheaper 
mitigation techniques that ensure satisfactory soft-error 
coverage for the system’s most recurrent operations. This 
modern strategy is exemplified through recovery schemes 
based on concurrent error detection (CED). 

CED mechanisms designed at transistor or gate level 
guarantee an early detection, as soon as the faults happens, 
preventing more critical failure scenarios such as the induction 
and propagation of multiple errors to other clock cycles, 
stages, or parts of the system. In case of misbehavior, an error 
flag is generated and the scheme can activate recovery 
mechanisms already implemented in modern systems for 
dealing with branch misprediction [4][6]. After the transient 
fault disappearing, earlier faulty operation is thus repeated and 
the system returns to perform its normal computational 
sequence. 

This work proposes a new recovery scheme based on CED 
that can be also used to improve already existing solutions. 
More precisely, the contributions of this paper are: 

• Section II presents a new taxonomy of CED techniques 
that allows understanding the requirements for 
implementing their associated recovery schemes 
against short-to-long duration transient faults as well as 
evaluating qualitatively their costs and efficiencies; 

• Section III discusses recovery schemes at micro-
architectural level in function of the CED types defined 
in section II. Furthermore, we show a transient-fault 
scenario that proves for existing recovery schemes the 
exigency of saving two input contexts of logic blocks; 



• Section IV presents the new recovery scheme and, 
unlike our work in [7], its generic applicability for any 
CED technique classified in II as asynchronous due to 
its transient result in function of the fault behavior; 

• Section V evaluates the effectiveness of our scheme 
and compares it with another existing similar strategy. 
We show the benefits of the new recovery scheme 
based on experimental results issued from transient-
fault injection simulations. 

II. TYPES OF CED TECHNIQUES 
In the following, CED (Concurrent Error Detection) is a 

misuse of language because we consider error detection and 
fault detection schemes as well. As mentioned before, 
transient faults do not necessarily produce a soft error; 
however detection of masked transient faults is also of 
importance for secure applications. 

Classic CED solutions to face transient-fault effects are 
adding spatial, information, or time redundancy to the circuit. 
These three approaches can be implemented at different 
abstraction levels of the design. Fig. 1 presents basic example 
of such techniques at micro-architectural level. They 
essentially compare two redundant results of which at least 
one must be safe to permit the detection of errors. If for 
instance one result fails, the comparison provides an error flag. 
Furthermore, Fig. 1 also illustrates another type of CED that is 
based on built-in current sensors (BICS). BICS are connected 
either to Vdd and Gnd (VGBICS in [8]) or to Bulks of 
transistors (BBICS in [9]) in order to detect anomalous 
transient currents that can become (or not) soft errors. BICS-
based schemes therefore are able to generate an error flag in 
case of occurrence of transient faults within a range defined by 
the calibration of the BICS. 

Fig.2 generalizes the components of a CED with recovery to 
protect a target circuit. The CED circuitry is responsible to 
deliver an error flag if a transient misbehaviour is detected 
(i.e. a transient fault in the combinational logic of the target 
circuit or a soft error in a storage element). However, as such 
an error flag can have behaviours as transient and 
asynchronous as the transient fault that induces it, mechanisms 
for sampling this CED’s result have to be implemented. These 
sampling mechanisms ensure the error flags in a steady state 
enough time to activate correctly the recovery procedure. 

If we come back to the columns of Fig. 1, we can even 
classify the CED techniques into two types according to the 
features of their error flags: 

• Synchronous CED schemes: classic CED approaches 
that compare their redundant parts after the data 
register (e.g. [10][11][12][13][14]). Hence, they 
inherently guarantee their results in steady conditions 
during the cycle following the cycle on which the 
transient fault appears. The error flag is generated 
already in synchronization with the system since the 
mechanisms for sampling such a CED’s result are 
indeed parts of the CED scheme. Therefore, there is no 
need for registering this result if its value is directly 
used for starting the recovery procedure during the 
cycle following the first faulty cycle. On the other 

hand, only transient faults that reach data registers 
(causing soft errors) are detected in this case. As 
discussed before, it is correct for applications in which 
the recovery must be launch only in case of soft errors, 
but this is not sufficient when transient faults must be 
detected even if they do not induce any error. 
Synchronous CED schemes can be very expensive 
since they require the storage of all redundant data bits 
(N or C additional redundant registers in Fig. 1’s 
examples) [15]; 

 

 
• Asynchronous CED schemes: CED techniques that 

generate asynchronously their error flags in function of 
the transient-fault features (e.g. [4][6][8][9][16][17] 
[18][19][20]). Hence, asynchronous CED schemes 
must include another extra 1-bit register dedicated only 
to sample their error flags, and so ensuring results at 
steady state during the necessary time for starting the 
recovery procedures. Conversely to synchronous CED 
schemes, there is no need to register the redundant data 
bits but only the flag, and thus these solutions are less 
expensive [15]. 

Figure 1. Examples of synchronous and asynchronous CED schemes 

Figure 2. A target circuit protected by using CED with recovery 



III. RECOVERY SCHEMES FOR DEALING WITH SHORT AND 
LONG-DURATION TRANSIENT FAULTS IN LOGIC 

CED techniques dedicated to identify transient-fault effects 
require recovery schemes in order to correct soft errors. The 
recovery machine acts in function of the CED’s result to thus 
in fault-free conditions repeat the affected cycles whether an 
error flag is generated. 

The recovery scheme, therefore, initially works to save 
fault-free input status of the target circuit, such as input values 
of logic blocks. Then, in case of an error flag, the system is 
able to later reload such good input values (after the transient 
fault vanishing), and so recomputing the first cycle at which the 
fault has affected the logic block’s operations. 

We highlight that there is a latency of extra clock cycles 
only if a transient fault is detected, and thus the target circuit 
normally operates without penalty in fault-free scenarios. 
About the area overheads added by recovery schemes we 
remind that they can be minimal whether the target circuit’s 
architecture has already a machine to repeat operations in 
branch-misprediction situations. In addition, microprocessor-
based systems can take advantage of their instruction/data 
memory resources in order to save the input context of logic 
blocks. 

Fig. 3, 4, and 5 illustrate a system compounded of a register 
IN, a register OUT, and a logic block that is protected by three 
different recovery schemes for dealing with short and long 
duration transient faults. The other grey blocks (i.e. except 
CED schemes, Redundant, Fault and Recovery Registers, and 
Reset multiplexer) are resources that might be already present 
in certain modern architectures to recompute previous 
operations, and so they can be reused in conjunction with CED 
schemes to mitigate transient faults. Note in Fig. 3, 4, and 5 
that the communications between the CED blocks and the 
recovery circuits are slightly different. More precisely, the type 
of CED scheme (Synchronous or Asynchronous, as section II 
defines) and the strategy for sampling its results (e.g. by using 
a Flip-Flop or a Latch) determine the recovery efficiency and 
which minimum memory resources are necessary to properly 
save input contexts of logic blocks during the fault-free cycles 
that precede the first faulty cycle “First_Faulty_Cycle”. 

The costly synchronous CED techniques discussed in II 
require at least a recovery scheme similar to Fig. 3’s 
illustration. This classic machine saves the logic block’s inputs 
during each clock’s low phase by using a memory that, in this 
example, is represented by K latches, and we call it in this 
paper as a backup file. Then, when the CED scheme indicates 
an error flag in the cycle posterior to “First_Faulty_Cycle”, the 
machine is able to restore the saved logic block’s inputs (Fig. 
3’s “saved_logic_inputs”) of one cycle ago the instant at which 
the error flag is set (i.e. the logic block’s inputs of 
“First_Faulty_Cycle”). This process of restoring and 
recomputing is done in the first following fault-free cycle 
“Repeated_Cycle” on which the transient fault has already 
vanished. 

Asynchronous CED techniques that use a flip-flop for 
sampling its results demand a recovery scheme like the 
schematic in Fig. 4 (e.g. [6]’s Checksum-based scheme). This 
simple strategy is not so efficient to sample the CED’s results 
[15][21], and then its recovery efficiency is moderate. 

On the other hand, Asynchronous CED techniques that use 
a latch require more elaborate recovery architecture such as 
Fig. 5 shows, but they allow high recovery efficiency (e.g. [4]’s 
BBICS-based scheme). In fact, the fault register’s output from 
Fig. 5’s scheme has a steady condition but it can be achieved at 
any instant, in function of the moment at which the transient 
fault happens as well as the duration it takes. This fault 
register’s output is, therefore, an asynchronous signal that must 
be synchronized in order to be correctly dealt by the recovery 
scheme. Hence, another flip-flop, illustrated in Fig. 5 as 
recovery register, is mandatory to prevent metastability 
problems. This flip-flop also ensures enough time to reset the 
fault register before the recomputation as well as it allows to 
deal with cases in which the response time “RT” of the 
asynchronous CED is longer than the clock’s high pulse width. 
Note that if the fault register is a latch, we define RT as the 
delay between the beginning of the transient fault and the fault 
register’s output. On the other hand, if the fault register is a 
flip-flop, it already makes the synchronization with the 
recovery scheme, and then RT is defined as the delay between 
the beginning of the transient fault and the Asynchronous CED 
scheme’s output.   

 

 

Figure 3. Classic recovery scheme for Synchronous CED techniques 

Figure 4. Recovery scheme based on a flip-flop to sample results of 
asynchronous CED mechanisms 



 
Both types of machine in Fig. 4 and 5 save logic block’s 

inputs of two clock cycles by using two backup files with K 
latches each one. Thereby, if CED scheme indicates an error 
flag, the recovery circuit is able to restore in “Repeated_Cycle” 
the saved logic block’s inputs (Fig. 4 and Fig 5.’s 
“saved_logic_inputs”) of two cycles ago the instant at which 
the error flag is identified and registered at 
“signal_keeping_previous”. Observe in Fig. 4 and 5 that this 
signal is used to keep in the backup files the logic block’s 
inputs of the previous cycles. 

We notice in this paper that recovery strategies such as Fig. 
4 and Fig. 5’s schemes necessarily need at least two backup 
files with K latches to save logic block’s inputs of two clock 
cycles. In fact, as Fig. 6 highlights, there are chances of 
transient faults “TF” starting in cycle 1 not to raise 
“signal_keeping_previous” in cycle 2, and then the logic 
block’s inputs saved in file 1 during cycle 1 must be transferred 
to file 2 during cycle 2 in order to be available in cycle 3. 
Furthermore, if the response time “RT” is greater than the 
clock period “T” (e.g. [4]’s BBICS calibrated with slower RT), 
more than two files are required. Therefore, the slower the RT 
the greater can be the number of required files. 

 
Let us now in Fig. 7 take another example like Fig. 6’s case 

but with a transient fault of longer duration “TF1”. It starts on a 
“node_x” of Fig. 5’s logic block during cycle 1. The 
asynchronous CED’s scheme thus raises in cycle 2 an error flag 
at signal “Flag” after a maximum response time “RT” equals to 
50 % of the circuit’s clock period “T”. However, this error flag 
is only registered at recovery register during cycle 3. Then, as 
“signal_keeping_previous” achieves steady logical level “1” in 
cycle 3, logic block’s inputs from cycle 1 (which are kept at 
“saved_logic_inputs”) are restored in register IN at the 
beginning of cycle 4. Nevertheless, as TF1 spans up to cycle 3, 
the asynchronous CED’s scheme raises again an error flag that 
keeps the recovery register at “1” during cycle 4. Thus, logic 
block’s inputs from cycle 1 are restored once more in register 
IN but now at beginning of cycle 5 in order to recompute such 
an operation without faults. TF1, therefore, penalizes the 
system with a recovery latency of four extra cycles by using 
Fig. 5’s scheme. 

Furthermore, Fig. 7 also shows a fault “TF2” that makes 
the recovery register’s flip-flop metastable. Then, 
“signal_keeping_previous” results in an unknown value that 
may be, for instance, “0”, and so TF2 would penalize the 
system with a latency of three extra cycles instead of two 
whether the resultant value was “1”. 

 

Figure 5. Recovery scheme based on a latch and a flip-flop to sample 
results of asynchronous CED mechanisms 

Figure 6. Transient fault’s case that proves the exigency of at least two 
backup files for Fig. 4 and Fig. 5’s recovery schemes 

Figure 7. Functional behavior of Fig. 5’s recovery scheme to cope with transient faults “TF1” and “TF2” 



IV. A NEW RECOVERY SCHEMES FOR DEALING WITH 
SHORT AND LONG-DURATION TRANSIENT FAULTS IN LOGIC 

We propose in this section a considerable improvement of 
Fig. 5’s scheme discussed in III. Our improved scheme, which 
is illustrated in Fig. 8, requires a smaller number of memory 
resources. In fact, only a backup file is necessary since our 
approach need to save the logic block’s inputs of just one cycle 
ago the instant at which an error flag is identified and 
registered at recovery register. This optimization is made by 
using a latch as recovery register instead of a flip-flop. It 
allows starting to sample the signal “Flag” at clock’s falling 
edge, and so the scheme can deal earlier with error flags 
coming from asynchronous CED schemes. 

 
Fig. 9 gives further details about our recovery scheme by 

showing the mitigation of the transient faults “TF1”, “TF3”, 
“TF2”, and “TF4”. Note that the same faults “TF1” and “TF2” 
analyzed in Fig. 7 for Fig. 5’s scheme are also discussed for 
our approach. 

 Let us firstly analyze TF1 and TF2. Unlike the reactions of 
Fig. 7’s “signal_keeping_previous”, this signal in Fig. 9 raises 
earlier during cycle 2 and cycle 8 instead of respectively cycle 
3 and cycle 9 in Fig. 7. In fact, Fig. 9’s “signal_keeping_ 
previous” gets steady logical level “1” after clock’s falling 
edge in cycle 2 and cycle 8, then logic block’s inputs of 
“First_Faulty_Cycle” are restored earlier in register IN, at the 
beginning of cycle 3 and cycle 9. As TF1 lasts until cycle 3, the 
logic block’s inputs from cycle 1 are restored again in register 
IN at the beginning of cycle 4, and so the faulty operation is 
now properly re-executed without the fault presence. 

Therefore, TF1 and TF2 penalizes the system respectively with 
three and two extra cycles instead of four and three taken by 
using Fig. 5’s scheme. Our improved scheme shows thus 
requiring smaller latencies to complete the recovery due to 
short or long-duration transient faults. In fact, our approach 
advances the recomputation by anticipating the identification of 
error flags at the clock’s falling edge instead of the rising edge 
used by Fig. 5’s scheme. 

Note however that there are two simple design constraints 
which are modified to ensure the anticipation of the 
recomputation as well as the use of only one backup file to 
save previous logic block’s inputs. 

In order to explain the first constraint, let us initially take 
Fig. 9’s limit fault scenario in cycle 5. TF3 starts on the border 
on which cycle 4 leaves of being perturbed, and so from such 
an instant, which is defined as hold time “THold” after clock’s 
rising edge, cycle 4 is not necessary to be recomputed later. 
Clock’s high Pulse Width “hPW” has to be thus ensured 
sufficiently longer than RT for clock’s falling edge sampling 
correctly this last TF3-induced error flag that requires logic 
block’s inputs from cycle 4. If it is accomplished, all transient 
faults started from the beginning of cycle 4 (after hold time 
“THold”) until the instant of the TF3’s startup have their 
resultant error flags certainly sampled in cycle 5, and so only 
the logic block’s inputs from cycle 4 has to be saved. 

Equation (1) below defines this first constraint by using a 
TMarginFall as additional time margin for variations in clock’s 
falling edge operations (jitter and skew), and manufacturing 
and environmental variabilities: 

 inFallMFileupSetgINHold TTTRThPW arg1_Re_ +++> −   (1) 

The second design constraint is related to the low Pulse 
Width “lPW” that complements hPW to make a clock period 
“T”. In fact, by taking similar TF3 scenario but with TF 
starting a little after, lPW must last enough time in cycle 5 to 
ensure the worst case (after clock’s edge falling) when an error 
flag at signal “Flag” causes metastability in recovery register’s 
latch and “signal_keeping_previous” stabilizes at logical level 
“1”. In this situation, the condition below in (2) must be 
respected in order to the scheme works properly to recompute 
in cycle 6 the logic block’s inputs from cycle 4. TMarginRise is 
similar to TMarginFall but for clock’s rising edge, DMux2x1, and 
DLatch are respectively the delays of the multiplexer at the 
register IN’s inputs, and of the recovery register’s latch.  

By using the fact that T = hPW + lPW, (2) results in (3). 
And taking (1) and (3), we have (4). Note that RT and T are 
adjustable whether equations (5) (derived from (1)) and (6) are 
respected. DLogic is the Logic Block’s longest delay. 

( ) gINupSetinRiseMxMuxLatchinFallMgerHold TTDDTThPWTlPW Re_arg12argRecovRe_ −+++++>−=
 
 (2) 

( )gINupSetinRiseMxMuxLatchinFallMgerHold TTDDTTThPW Re_arg12argRecovRe_ −+++++−<
 

(3) 

( )gINupSetinRiseMxMuxLatchinFallMgeryHoldinFallMFileupSetgINHold TTDDTTThPWTTTRT Re_arg12argRecovRe_arg1_Re_ −− +++++−<<+++  (4) 

( )inFallMFileupSetgINHold TTThPWRT arg1_Re_ ++−< −   (5) 

gOUTupSetinRiseMLogicgINHold TTDTT Re_argRe_ −+++>   (6) 

Figure 8. Our new recovery scheme based on a two latches to sample 
results of asynchronous CED mechanisms 



 

V. EXPERIMENTAL RESULTS COMPARING RECOVERY 
SCHEMES 

In this section we present some experimental results that 
show the effectiveness of our proposed approach. We compare 
the recovery latency required for the schemes presented in Fig. 
5 and Fig. 8 (our proposed solution). Fig. 3 and Fig. 4’s 
schemes are not considered because the first one is very costly 
in terms of area and power consumption while Fig. 4’s 
approach is not so effective in identifying many transient-fault 
scenarios and requires at least two backup files (see 
discussions in sections II and III). Furthermore, in theory these 
schemes in Fig. 3 and Fig. 4 have higher recovery latencies or, 
at the best, equivalent since they sample the error flags by 
using the same clock’s edge used by register IN and OUT.   

Experimental results were obtained using transistor-level 
simulation of circuits with the recovery schemes and of the 
injected single transient fault. The asynchronous CED scheme 
and the fault register’s latch from Fig. 5 and Fig. 8 were 
emulated such as the behavior of BBICS. The following 
parameters were considered: 

• The circuits were designed using a commercial 65-nm 
standard-cell library, Vdd 1.2V, nominal conditions, 
and SVT transistors; 

• The clock period is 1ns, 50 % duty cycle; 
• The transient fault was simulated by using a double-

exponential current source. Then, transient pulses with 
several durations (50ps, 250ps, 500ps, 750ps, and 1ns) 
were parameterized in such a way that the voltage 
amplitude achieves Vdd. It prevents the electrical 
masking effects of the transient faults. In fact, as the 
goal is to analyze the efficiency of the recovery 
mechanisms and not of the CED techniques, we were 

not interested in any type of transient-fault masking 
effect; 

• Considered RT (asynchronous CED’s response time 
defined in III) are 200ps, 250ps, 300ps, and 400ps; 

• Initial instant of injection were simulated from 0 to 
1000 ps of “First_Faulty_Cycle”. We have therefore 
supposed a range of different logic block’s nodes on 
which single transient faults are injected and 
propagated up to make a soft error in register OUT. 
Logical and latching-window masking effects of the 
transient faults are thus not taken into account. As a 
step of 1ps is used, 1000 simulations were performed 
for each value of RT and fault duration; 

• Recovery latency is expressed in number of clock 
cycles required for the scheme to recompute the logic 
block’s inputs of “First_Faulty_Cycle”. 

For each RT values and transient fault durations, we have 
counted how many injections (over 1000) were recovered in 1, 
2, 3, and 4 clock cycles. Results of all simulations are 
summarized in Fig. 10. As it can be seen, our proposed 
scheme allows recovering from short and long transient faults 
in less clock cycles than the other solution. For instance, for 
RT 400ps and fault duration 1000ps, our Fig. 8’s approach has 
a recovery latency of 4 cycles in 21% of the injected faults and 
of 3 cycles in the remainder 79%, while Fig. 5’s scheme 
requires 4 cycles in 73% of the injected faults and of 3 cycles 
in 27% of the scenarios. 

Finally, taking into account all transient fault durations for 
RT 200ps, 250ps, 300ps, and 400ps, the circuit with our 
scheme returned to its normal operation one cycle earlier 
respectively in 31%, 33%, 35%, and 37% of the injected 
transient-fault scenarios. Note therefore that the slower the RT 
the better is our solution. Evidently, in the remainder of the 
scenarios both schemes have the same recovery latency.  

Figure 9. Functional behavior of our new recovery scheme to cope with transient faults “TF1”, “TF3”, “TF2”, and “TF4” 

 



 

VI. FINAL CONCLUSIONS 
In this paper we have proposed the classification of the 

CED techniques into synchronous and asynchronous in order to 
identify which are the necessary recovery resources. In 
addition, we have proposed a new recovery scheme based on 
asynchronous CED schemes for dealing with short-to-long 
transient faults. Our approach uses the clock’s falling edges (in 
case of data registers use clock’s rising edges) for starting to 
sample error flags from transient faults. It allows reducing the 
recovery latency by one cycle. Moreover, the new recovery 
scheme also permits to use only a backup file to save input 
contexts of logic blocks. Our solution therefore requires much 
smaller recovery resources and lower latency than existing 
similar strategy. 
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Figure 10. Distribution of recovery latencies (1, 2, 3, or 4 clock cycles) for Fig. 8 and Fig. 5’s recovery schemes in function of the asynchronous CED’s 
response time “RT” (200ps, 250ps, 300ps, and 400ps) and the transient fault duration (50ps, 250ps, 500ps, 750ps, and 1ns). For instance, let us take RT 

200ps and fault duration 50ps, our Fig. 8’s approach has a recovery latency of 1 cycle in 26% of the injected faults and of 2 cycles in the remainder 
74%, while Fig. 5’s scheme requires 3 cycles in 27% of the injected faults and of 2 cycles in 73% of the scenarios. 
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