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Introduction 
This report summarizes my major research activities in material science and later also in life science 
since I obtained my PhD and outlines the projects that I plan to work on.  I started at the University of 
Chicago aspiring to become a biologist.  My first research experience was as a summer student under 
the supervision of Dr. G. Ajlani in Prof. R. Haselkorn’s laboratory working on the D1 protein of the 
photosystem II in purple bacteria.  For various reasons, I later chose to pursue physics and mathematics.  
I obtained a PhD in condensed matter physics and carried out a postdoctoral fellowship in material 
science.  My second postdoctoral fellowship brought me back to life science and I have since worked 
on projects that involve multiple disciplines. 

At the University of California at Berkeley, I did my PhD thesis with Prof. Z.Q. Qiu and Dr. M. 
Salmeron on applying scanning tunneling microscopy to study magnetic thin films.  It involved building 
a new scanning tunneling microscope and a sample preparation system to grow, magnetize, and 
characterize epitaxial thin films in an ultra-high vacuum chamber.  The design and construction of this 
setup took more than two years.  With the new instruments, we studied the growth of cobalt films with 
oxygen as a surfactant.  We also studied multilayer structures using photoemission electron microscopy 
and angle-resolved photoemission spectroscopy at the Advanced Light Source in the Lawrence 
Berkeley Laboratory.  The results gave insights into magnetic phenomena such as spin coupling and 
spin-reorientation transitions.  In addition to research, I conducted undergraduate classes and supervised 
an undergraduate student (S. Paik) in Qiu group for over a year.  The training in Berkeley equipped me 
with skills in experimental research as well as in laboratory management.  

My research activities after completing my PhD are summarized in the first part of this manuscript.  My 
first postdoctoral fellowship was at the Sandia National Laboratories, continuing the work on 
understanding the growth of ultrathin films.  Besides using scanning tunneling microscopy, we used 
low energy electron microscopy to visualize dynamics in ultrathin films.  These works will be presented 
in Chapter 1.   

After about four years at Sandia and over ten years in material science, I joined the collaboration 
between Prof. J. Sedat and Prof. D. Agard in the University of California at San Francisco medical 
school.  Their laboratories were pioneers in using digital detectors for transmission electron microscopy 
in life science and were developing a range of new techniques in cryo-electron microscopy, including 
cryo-electron tomography of vitreous sections, which I worked on.  Results were promising (Chapter 
2.1) but I had to leave just after one year because of family reason. 

Arriving in Grenoble, I had first a joint appointment between CEA-LETI and the Institut de Biologie 
Structurale (IBS) and later a full appointment at the IBS, which I continue holding.  Here, I study 
nanoparticles as well as protein samples using (scanning) transmission electron microscopy.  The main 
projects will be discussed in Chapter 2.2 and Chapter 3.  Very different from my research experience 
in material science where I was responsible experimentally for sample growth, instrumentation, data 
collection, as well as data analysis, projects at the IBS involve specialized teams for each stage of the 
experiments.  Moreover, I am no longer attached to a particular instrument.  Such changes opened up 
opportunities to collaborate with experts in different domains and led me to conduct a series of studies 
on the potential health effects of industrial nanoparticles.  The results are described in Chapter 3.2.  I 
also had the opportunity to be involved in a project that used single particle analysis with Dr. G. Schoehn 
and the results are presented in Chapter 4.   

During these years, I have supervised undergraduate and master students, as well as postdoctoral 
fellows.  Obtaining the HDR will allow me to officially supervise thesis, which will permit a more 
structured framework for transmitting acquired skills and knowledge to the new generation of scientists.  
Projects that I may involve future PhD students are covered in the second part of this manuscript.  

The first part of Section II describes my research project on electron crystallography.  Nanocrystals 
remain my main research interests.  Since my arrival at the IBS, I have been working on protein electron 
diffraction intermittently.  Earlier work with precession electron diffraction was terminated by 
organizational changes of the electron microscope management and access.  Meanwhile, the process of 
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setting up relevant collaborations, the search for suitable protein crystals, and the development of 
sample preparation techniques have taken years.  The recent breakthrough came with the access to a 
new hybrid pixel detector in Prof. J.P. Abrahams’s laboratory at C-CINA through Dr. I. Nederlof, of 
Amsterdam Scientific introduced to me by Dr. A. Gómez Pérez of NanoMegas.  The arrival of Dr. D. 
Housset in the electron microscopy group at the IBS also sped up the data analysis part of the project.  
Another aspect of my project involves the characterization of new functional nanocrystals fabricated at 
the CEA.  These nanoparticles have sizes in the nanometer range and often contains organic 
components, which make them very sensitive to radiation damage.  Electron microscopy techniques 
typical in materials science, intended for samples resistant to radiation damage, are not suitable for these 
new nanoparticles.  We are thus adapting techniques borrowed from life science to characterize these 
novel nanoparticles.  The last project covered in this manuscript is a structural biology project on a 
flexible protein C1q.  C1q is a multifunctional protein with a prominent role in immunity.  Despite its 
importance, its structure and functional mechanism is little understood.  A strategy to undertake this 
problem will be described in Chapter 3.  Preliminary work as well as future plans of all the projects will 
be presented.   
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Section I. Research Activities 
Chapter 1. Understanding crystal growth and surface processes in hetero-epitaxial 
films 

1.1. Strain relief in hetero-epitaxial films 

Epitaxy is the deposition of material over a crystalline substrate to obtain a high-quality crystalline thin 
film.  Epitaxial films can possess many interesting physical and chemical properties distinct from bulk 
materials and are used in a wide range of applications.  Materials can be deposited by different means, 
such as chemical vapor deposition, plasma ablation, or molecular-beam epitaxy (MBE).  To be able to 
control the properties of epitaxial films, their structure and growth needs to be understood.  For my first 
postdoctoral fellowship at the Sandia Laboratories, I studied dislocation structures found during the 
initial growth of epitaxial films deposited by MBE.  

Molecular- beam epitaxy allows a precise control over the film thickness.  A beam of material is 
generated by evaporation from a source.  The beam is directed towards the substrate by a collimator.  
The evaporation rate is measured by a quartz microbalance calibrated against real observation by a 
scanning tunneling microscope (STM). Sub-monolayer films can be deposited by MBE. 

The STM measures the topology of a conducting surface through the quantum mechanical tunneling 
effect.  A very sharp etched metal wire (the ‘tip’), ideally terminated in a single atom, is placed within 
angstroms from the sample surface in an ultra-high vacuum.  When a voltage (magnitude in the order 
of the work function of the substrate) is applied, electrons from the sample can tunnel through the 
vacuum gap into the tip.  At a constant applied voltage, the tunneling current I depends exponentially 
on the distance d between the surface and the tip.  With work function (energy barrier) f, electron charge 
e, electron mass m, Planck’s constant h, and applied voltage V:  

𝐼(𝑑) ∝ 𝑒𝑉	𝑒𝑥𝑝 +,-./012
3

𝑑4. 

A piezo adjusts the vertical position of the tip through a feedback loop to keep the tunneling current 
constant as the tip is scanned across the sample surface.  Since the tunneling current changes by orders 
of magnitude with displacements in the angstrom range, the STM yields very sensitive measurements 
of the surface topology of the sample and can resolve individual atoms in favorable conditions.  The 
following studies are based on atomic-resolution STM observations on hetero-epitaxial thin films 
grown on a Ru(0001) substrate.   

In hetero-epitaxy, as opposed to homo-epitaxy, the deposited material is different from the substrate 
material.  Due to the difference in the lattice spacings between the film and the substrate in 
heteroepitaxial films, dislocations are often formed to relieve the strains at the interface.  Ordered 
dislocation structures are particularly interesting because they can act as templates for nanostructures 
with novel physical or chemical properties.   

We deposited Ag and Au onto a clean Ru(0001) substrate prepared by cycles of Ar sputtering and 
annealing in an ultra-high vacuum (~10-11 Torr).  Ag and Au, like Ru, forms a close-packed structure.  
Unlike Ru, which adopts a hexagonal close packed (hcp) structure with stacking “a-b-a-b”, Ag and Au 
adopt the face-centered cubic (fcc) close packed structure with stacking “a-b-c-a-b-c”.  Ag and Au have 
lattice constants of 4.08 and 4.07 angstroms, respectively, which give rise to a ~7% misfit with the 
Ru(0001) substrate.  The growth of any pseudo-morphic films would result in large compressive strains 
and would be energetically unfavorable.  We found instead a variety of dislocation structures in the 
heteroepitaxial films that depend sensitively on film composition and coverage.   

Striped patterns are found in the first monolayer (ML) films of Ag, Au, and Ag0.5Au0.5 alloy.  Striped 
dislocation structure has been observed in a number of (111) metal film surfaces.1  The stripes are 
regions of fcc and hcp stacking separated by Shockley partial dislocations.  The stripes run in one of 
the three equivalent fcc <11-2> directions and release the tensile stress in the direction perpendicular 
to the stripes.  (Thus, stripes always run perpendicular to step edges.)  Additional relaxation occurs 
where two rotational domains of the striped phase meet as the boundaries between stripe domains lower 
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the surface energy by allowing more isotropic strain relief.2  When two rotational domains are arranged 
periodically, a herringbone phase is formed.  We have found long range herringbone structures in 1 ML 
Ag, Au, and Ag0.5Au0.5 alloy films on Ru(0001).   

Figure 1 shows herringbone structures found in 1 ML Au and 1 ML Ag.  The herringbone structures 
can extend to hundreds of nanometers if the Ru terrace is free of defects.  Atomically resolved STM 
image of the elbow region (Figure 1b) shows clearly the edge dislocation where the Shockley partial 
dislocations of the stripes meet.  Figure 1d shows another atomically resolved STM image along the 
stripe showing the corrugation coming from the fcc and hcp regions.  The relative widths of these 
regions are controlled by the energy difference between the fcc and hcp sites and the proximity to the 
phase transition from a striped phase to a pseudo-morphic over-layer.  For instance, Ag has nearly the 
same energy in the fcc and hcp sites on Ru from first principles calculations.3  The Ag/Ru system is 
highly strained and thus lies far from the phase transition to a pseudo-morphic over-layer.  These factors 
lead to about equal width of fcc and hcp regions in the stripes.  Figure 1d shows that the stripes have a 
periodicity of 13 Ag atoms, distributed over 14 Ru atomic sites, leading to an average atomic spacing 
of 2.88 angstroms along the close-packed direction, as in bulk Ag.  Au stripes, on the other hand, has 
24 Au atoms distributed over 25 Ru atom, which makes the Au monolayer ~3% contracted relative to 
bulk Au. 

 

 

Figure 1.  Scanning tunneling 
microscopy (STM) images of long-
period herringbones of Au (a-b) 
and Ag (c-d) on Ru.  (a) Au 
herringbones on a large terrace.  
(b) Atomic structure of the elbow 
at the boundary where two stripe 
domains meet.  The Burgers circuit 
(yellow) shows a perfect edge 
dislocation at the intersection of 
the two partial dislocations.  The 
extra row of atoms at this 
dislocation core starts on the 
convex side of the intersecting 
partial dislocations.  (c) Extensive 
ordering of 1-ML-thick region of a 
~1.2 ML Ag film.  (d) Atomically 
resolved image shows strip period 
of 13 Ag atoms.  Arrows point 
along the <11-2> direction, which 
the stripes run.  The black line 
shows that the close-packed rows 
of Ag atoms perpendicular to the 
stripes undulate slightly as they 
occupy fcc and hcp sites 
sequentially. 

While only one herringbone phase is found for Au on Ru, two herringbone phases that differ in 
periodicity were found in 1 ML Ag films.  When a second Ag layer coexists with the first layer, the 
first layer Ag exhibits the long-period herringbone structure with elbow separated by approximately 20 
nm (Figure 1c).  However, when the Ag layer is incomplete, i.e. sub-monolayer coverage with bare Ru 
regions, the Ag layer forms a short-period herringbone phase with well-defined periodicity of ~5 nm.   

Figure 2 shows the short herringbone structure observed in sub-monolayer Ag on Ru.  The atomically 
resolved image (Figure 2f) allowed us to extract the atomic arrangement and generate a structural model 
of the system.  When the generated structure was relaxed to a force free state using a Frenkel-Kontorova 
model optimized for Ag and Ru,4 the atomic positions changed little, consistent with the experimentally 
observed stability of this layer.  The areal densities of Ag atoms are 0.915 and 0.928 of the Ru surface 
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layer density for the short and long-period herringbone structures, respectively.  The conversion from 
the short period to the long period thus involves densifying the first Ag layer.   

 

 

 

Figure 2.  Short-period 
herringbone reconstruction of a 
sub-monolayer Ag film on Ru.  (a) 
Larger scale STM image showing 
the long-range order of the 
structure.  The red rectangle marks 
a unit cell.  (b) Low-energy electron 
diffraction (LEED) pattern at 38 V 
from a 1 ML thick film region at 
560°C.  A Ru lattice spot is circled.  
Insert shows an enlarged view 
around a first order beam.  (c) 
Schematic diagram of the 
dislocations. The arrows indicate 
the Burgers vectors of the Shockley 
partial dislocations.  The red T’s 
label the threading dislocations 
(dark features in f-g).  (d-e) Atomic 
arrangement of the Ru substrate 
illustrating the size and orientation 
of the herringbone unit cell (red 
rectangle) and its Burgers vectors.  
(f) The burgers circuits (yellow) in 
the atomically resolved image 
show the presence of threading 
dislocations.  Black lines guide the 
eye along the atomic rows.  (b) 
Frenkel-Kontorova model of the 
short-period herringbone 
structure.  Substrate atoms (Ru) 
are blue.  Ag atoms near on-top 
sites are dark and those near the 
two types of threefold hollow site 
are grey and unshaded, 
respectively. 

We performed selected area low-energy electron diffraction (LEED) and microscopy (LEEM) to study 
the transition between the short-period herringbone and the long-period herringbone (Figure 3).  
Diffraction pattern of the short-period herringbone was found as long as bare Ru substrate remains.  
Once all the Ru surface is covered, the superstructure diffraction spots of the short-period herringbone 
continuously move closer together.  The nucleation of the second Ag layer observed by LEEM coincides 
with the transformation to the long-period herringbone phase in LEED.  Whereas the long-period 
herringbone has a periodicity of approximately 20 nm, the short-period herringbone structure is very 
regular with a well-defined unit cell (Figure 2a).  The fact that the diffraction spots move closer together 
suggests that the unit cell size is increasing.  In a larger unit cell, more Ag atoms are put in the pseudo-
morphic binding sites, thus increasing the density of the Ag atoms.   

The change in the first layer Ag structure and thus its density can be understood by considering the high 
surface energy of Ru.  As Ru has a higher surface energy than Ag, binding of the first layer Ag to the 
Ru substrate is stronger than the binding of the second Ag layer on the first Ag layer.  It is thus 
energetically more favorable to densify the first layer rather than to nucleate the second Ag layer.  In 
the case of Au, the strong Au-Ru binding gives rise to striped monolayer with a density contracted 
relative to bulk Au.   
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Figure 3.  Selected-area LEED analysis as a function of 
coverage for the first Ag layer.  (a) Transition from short 
to long-period herringbone at 186°C.  Images are 
superstructure spots around the first-order Ru spot 
(asterisk).  The double dagger and the pound sign show 
superstructure spots of the short and long-period 
herringbone structure, respectively.  (b) Separation 
between a superstructure spot of the short-period 
herringbone (double dagger in a) and its associated first-
order Ru spot is plotted against the Ag coverage.  The 
distance is normalized to the separation between the 
specular beam and the first-order Ru spot.  The LEED 
pattern shows that the film has the short-period 
herringbone structure till 0.90 ML.  Around 0.91 ML, the 
superstructure spots move closer together as the film 
becomes denser as the bare Ru regions vanish.  When the 
second Ag layer nucleates, between 0.99 and 1.00 ML, the 
LEED pattern abruptly changes to the pattern that 
corresponds to the long-period herringbone structure. 

The monolayer Ag0.5Au0.5 alloy film on Ru also exhibits the herringbone structure, with a periodicity 
and width in between those of Ag and Au.  Figure 4 shows the first layer alloy film coexisting with the 
second layer film, which forms a trigon structure. 

 

 

Figure 4.  Triangular dislocation network of Ag0.5Au0.5 alloy film.  (a) Image of an alloy film with 1.3 ML average thickness 
showing the 2ML film with the triangular dislocation network on the left and a 1 ML film with the herringbone structure on 
the right across a monatomic Ru substrate step.  (b) Atomically resolved STM image of the triangular dislocation network 
with a unit cell indicated.  The second film layer form a hexagonal mesh free of threading dislocations.  The Ag and Au atoms 
are distinguishable by their different contrast.  The atom type that has a brighter contrast prefers one type of hollow site and 
the other atom type the other.  (c) Schematic illustration of the stacking sequence of the 2 ML triangular dislocation structure.  
The letters indicate the stacking sequence relative to the Ru substrate.  Shockley partial dislocations occur only at the first 
layer/substrate interface.   

When Ag, Au, or Ag0.5Au0.5 alloy films on Ru are two or more layers thick, the underlying first layer 
reconstructs to a highly-ordered dislocation network with a threefold symmetry.  Atomic resolution 
STM images show that the top layers of the 2 ML films in all the three systems to be free of dislocation 
(Figures 4-6).  The dislocation networks thus stay in the first layer and thread through the interface with 
the substrate and that with the second layer.  Contrast in the STM images of these 2 ML films likely 
arises from vertical displacements or electronic effects originating from the buried interface layer.  The 
triangular network of partial dislocations at the interface of the alloy structure shown in Figure 4 



 
 

7 

separate film regions of fcc and hcp stacking with respect to the substrate.  Nodes are formed by the 
junctions of six partial dislocations enclosing small triangular regions of film atoms in fcc hollow sites 
according to embedded atom method (EAM) calculations.   

While the 2 ML alloy film consists of one triangular network of dislocations, the 2 ML Au and Ag films 
form a dislocation structure consisting of three interwoven but independent trigon networks (Figure 5).  
Each network consists of two sets of Shockley partial dislocations (trigons), one at the Ag-Ru interface 
and one at the first layer-second layer interface (Figure 5c).  Edge dislocations that thread through the 
first film layer connect the two sets of partial dislocation loops.  The dark elongated feature on the edge 
of the trigons mark the stair-rod dislocations created when the threading edge dislocations dissociate 
into pairs of partial dislocation.  Such dislocation networks avoid the energetically costly on-top site of 
a pseudo-morphic layer.

 

 

Figure 5.  Trigon dislocation 
networks in 2 ML Ag and Au film on 
Ru.  (a) Scanning tunneling 
micrograph of a 2 ML film of Ag on 
Ru(0001) showing a single domain 
of the trigon dislocation network.  
The primitive unit cell is indicated 
in red and a threefold symmetric 
‘trigon’ is indicated in green.  (b) A 
closed Burgers circuit in the atomic 
resolved image shows the absence 
of any edge dislocation at the 
surface layer.  (c) The left two 
pictures show the results of the 
embedded atom method 
calculation for three layers of Ag 
on Ru(0001) showing the view 
from the reconstructed Ag 
interface layer into the Ru bulk 
(leftmost picture) the two Ag 
layers (middle picture).  Edge 
dislocations (marked yellow) are 
located at the edge of the trigon.  
The rightmost image shows a 
three-dimensional representation 
of the heterophase interface 
reconstruction layer, which 
consists of three equivalent 
interwoven dislocation networks 
(yellow, magenta, and cyan).  (d) 
Trigon structure in 2 ML Au film 
grown on Ru.  (e) Enlarged image 
of the boxed region in d.  The 
closed Burgers circuit establishes 
the absence of threading edge 
dislocations on the surface layer. 

 

As more layers are deposited, we observed that the 2 ML trigon reconstruction persists in the Ag on Ru 
system (Figure 6) at the heterophase interphase (interface between two crystals of different 
composition).  We can calculate the Ag chemical potential of the trigon layer using EAM by adding or 
removing atoms adjacent to the edge dislocations.  By matching the Ag chemical potential of the trigon 
layer to that of bulk Ag, we predicted the density of the Ag interface layer to be ~0.9 relative to the 
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density of the Ru layer, closer to bulk Ag density than Ru.  The result indicates that the larger trigons 
are at the Ru/Ag interface.  The predicted trigon size agrees with the STM observation of ~25 atomic 
rows along the <11-2> directions.  The dislocation networks in the heterophase interphase layer 
produces a first layer Ag with an intermediate density between Ag and Ru and efficiently relieve the 
7% lattice mismatch between film and substrate from the second layer on. 

 

 

 

Figure 6.  Multilayer Ag film on Ru.  (a) Image of a 4 ML 
Ag film shows the trigon structure present at the first Ag 
layer visible through its stress field.  (b) Atomically 
resolved image shows the trigon unit cell has 27 atomic 
rows.  (c) The trigon structure can still be perceived in the 
6 ML film albeit the decreased contrast. 

Observation of the heterophase interphase structure is more difficult in the Au film on Ru.  Figure 7 
shows an STM image of the surface of a multilayer Au island on Ru.  Atomic resolution image shows 
that the surface shows a surface reconstruction in the stripes of fcc and hcp sites.  The same trigon 
network likely exists at the interface between Au and Ru and the superposition of the interface trigon 
structure and the surface stripe gives rise to the complicated pattern observed.  

 

 

 

Figure 7. Multilayer Au island on Ru.  (a) Scanning 
tunneling microscopy of the surface of a Au island shows 
a superposition of the trigon phase and the stripe phase.  
The cartoon shows the orientation of the multiple stripe 
domains in the image.  Trigons can be recognized at the 
boundaries of the strip domains (wide lines in cartoon). 
(b) Atomic resolution image of the stripes on the surface 
layer.  The undulation along the straight dotted line 
across the stripes comes from the stacking switches 
between fcc and hcp regions.  The narrower stripe is 
assigned to hcp since this stacking has a higher energy on 
a bulk Au(111) surface.

We have shown with examples of the Au, Ag, and AuAg alloy on Ru that large in-plane misfit in 
heteroepitaxial films can be efficiently relieved by well-ordered dislocation networks.  Understanding 
such dislocation structures has proved important in the development of surface structures to achieve 
physical or chemical properties for different applications.5   
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C.B., Bartelt, N.C., & McCarty, K.F. 
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1.2. Dynamics in hetero-epitaxial films 

Heteroepitaxy often yield 3-dim islands, which have a lower free energy than a uniform film.6  
Heteroepitaxial films therefore often de-wet to form 3-dim islands, exposing the bare substrate or 
leaving a thin wetting layer.  Nonetheless, formation of 3-dim islands requires diffusion of material 
from thinner to thicker film regions and involves a large free-energy barrier in new-layer nucleation.7,8  
How uniformly deposited films transform into 3-dim islands was little understood.  Using LEEM, we 
studied the de-wetting process with the Ag and Cu on Ru(0001) systems, which both follow the 
Stranski-Krastanov growth mode and form 3-dim islands on a wetting layer of 3 ML Ag and 2 ML Cu, 
respectively. 

Low energy electron microscopy images the surface of a sample in real time through a beam of low-
energy electrons reflected from the sample.  Atomic steps and different phases can be recognized 
through various contrast mechanisms.  For instance, by forming a dark field image from a first-order 
diffraction spot of the hcp Ru, adjacent terraces separated by single steps or double steps can be 
distinguished.  On the other hand, quantum size effect gives rise to a unique intensity variation as a 
function of the electron energy for different film thickness and thus allows the determination of local 
film thickness up to 20 ML.9–11  Low-energy electron microscopy allows the monitoring of the sample 
surface during material deposition or temperature change, etc., which makes it an invaluable tool for 
studying surface dynamical processes.   

We found that the film morphology depends critically on the Ru surface topology when more than 2 
ML Ag is deposited onto Ru(0001).  Figure 8 shows LEEM images that compare annealed Ag films on 
stepped and flat Ru surfaces.  The importance of substrate steps on de-wetting of the Ag film is 
immediately evident from these images.  On the stepped region, local film-thickness determination 
shows multi-layer islands of over 20 ML thick surrounded by a 3 ML Ag film.  On the contrary, on the 
flat Ru regions, no 3-dim islands were observed. 

 

Figure 8.  Low energy electron 
microscopy (LEEM) images of 5 ML 
Ag deposited and annealed to 
350°C on different Ru(0001) 
substrate regions.  (a) Ag forms 3-
dim islands on stepped substrate 
region.  Tall islands are found at 
the foothill of the step bunch, 
which separates the stepped 
region on the left from a flat region 
on the right.  (b) Only three layers 
of consecutive thickness is found 
on the flat substrate region. 

Thickening of 3-dim islands would seemingly require nucleation of new layers on top of islands.  
Defects such as dislocations or surface steps often play a role in overcoming the nucleation barrier for 
new layers during crystal growth.  However, analysis by LEEM showed that the islands retained a single 
flat (111) facet on the top, free of surface steps or dislocations.  The thickening of the Ag islands 
therefore does not involve surface defects but Ru substrate steps.    

We used LEEM to follow the surface evolution of Cu films in real time.  Figure 9 shows snapshots 
from LEEM imaging during the de-wetting of a Cu film.  A small Cu island, formed during deposition, 
is found on the upper right corner of the 0-min image.  The subsequent images show how, when the 
film is annealed, this island gains mass from the surrounding film and strikingly, gains atomic layers as 
it moves down the Ru substrate steps.  Because the island always has a flat top during the downhill 
migration, its front tip gains atomic layers each time it crosses a descending substrate step.  This 
mechanism is illustrated in Figure 10.  As the islands descend the substrate staircase, materials on the 
trailing edges of the island diffuse towards the front end, transferring materials from low atomic layer 
regions in the island to higher atomic layer regions and lowering the free energy correspondingly.  Such 
self-diffusion can proceed through the edges of the moving island and does not require new layer 
nucleation.   
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Figure 9.  Post-deposition 3-dim growth of a Cu island on Ru(0001) at 600°C.  (a) Snapshots of a LEEM movie capturing the 
Cu island migrating 2.5 µm in 2.5 h down around 30 double atomic-layer Ru substrate steps, thereby increasing its height by 
nearly 60 ML.  The dotted line marks the same Ru substrate step edge in each frame.  (b) Speed of the island and its height 
as a function of time.  (c) Volume and surface area of the island as a function of time.  The volume increases initially as the 
island consumes the surrounding Cu, then stays constant while the island grows taller.  The volume finally decreases as its 
atoms diffuse to thicker islands outside the field of view during ripening. 

 

 

Figure 10.  Downhill migration during de-wetting.  (a) A Ag mesa advances across a Ru step edge (white dotted line).  (b) 
Schematic cross section along red dotted line in a.  Atoms from the 5 ML ’tail’ is transferred to the rough sidewall at the head 
of the island to form a 12-ML-thick film region (yellow).  

Our findings point out that Ag follows a layer-by-layer growth on large Ru terraces free of substrate 
steps.  We have further found that Ag films grown on large step-free Ru terraces not just have minimal 
surface roughness, they are also free from twin boundaries, an important microstructural defect.  As 
discussed in the previous section, stress coming from the lattice mismatch between Ru and Ag is 
effectively relieved by a dislocation network that resides at the interfaces beneath the second Ag layers.  
The second layer Ag is thus a defect-free substrate for the growth of subsequent Ag layers.   

Random nucleation of the third Ag layer gives rise to two stacking sequences.  Figure 11 shows the 
evolution of these randomly nucleated stacking sequences.  When these film regions meet, a twin 
boundary is formed.  Nevertheless, we have observed that the twin boundaries move with surface steps 
when the fourth layer of Ag is deposited, giving rise to regions of over 10 µm that are free from twin 
boundaries (Figure 11).  Desorption experiments show that the stacking in underlying Ag layer has 
indeed been converted during film growth.  Our results show that microstructural defect such as twin 
boundary can be coupled to film surface step during growth, a connection that has not been considered 
before.   
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Figure 11.  Elimination of twin boundaries during film 
growth.  (a-d) Changes in stacking sequence of a 3 ML 
Ag film during growth on a flat substrate region at 
180°C imaged by dark-field LEEM with a (01) diffraction 
beam.  The third Ag layer nucleates randomly in the two 
possible stacking sequences on the second Ag layer.  The 
two domains (black and white) are labeled I and II, 
respectively.  By 4.7 ML, in image d, the type II stacking 
domain has been eliminated.  (e-g)  Bright field images 
of the growing Ag film corresponding to dark field 
images in c and d, respectively.  Contrast in these images 
origins from the film thickness.  The advancing step edge 
of the fourth layer (white arrows) in image e coincides 
with the twin boundary in image c.  Red area denotes 
the 5 ML thick film regions.  (g-h)  Schematic cross 
section of the dotted line in c and e (g) and d and f (h) to 
show how an advancing film layer causes twin 
boundaries to move and change the stacking of the 
underlying film layers. The dislocations (marked with 
blue T symbols) that form the twin boundary move in 
concert with the fourth Ag layer advancing from the left 
and the right.  A domain of type II stacking is eliminated 
as opposite twinning dislocations annihilate when the 
fourth layer is completed. 

Besides studying the growth dynamics in epitaxial films, we studied the decay mechanism of surface 
islands.  In particular, we studied the effect of adsorbates on surface diffusion, in other words, the 
change in surface structure induced by mass flow in the presence of contaminants.   

We used STM and LEEM to study the effect of S on Cu(111) surface mass transport.  Sulfur is a 
common contaminant in metals.  It has been proposed that a dilute gas of Cu3S3 clusters exists in 
equilibrium with Cu and S adatoms.12  Considering the formation energy of the clusters, the cluster 
density can be orders of magnitude greater than the thermal Cu adatom concentration at high S 
coverage.  The abundance of the clusters leads to enhanced Cu self-diffusion even though the barrier 
for cluster diffusion is larger than the Cu adatom diffusion barrier.  While ad-species such as Cu3S3 is 
difficult to observe directly, monitoring the decay of Cu islands in the presence of S have provided 
evidence in support of the postulate. 

The Cu(111) crystal was treated with 5% hydrogen in an argon atmosphere at 950°C for one day to 
deplete the bulk S content and cleaned with cycles of Ne and Ar sputtering and annealing.  Sulfur was 
dosed onto the Cu surface from a solid-state electro-chemical cell.13  The S coverage (qS) was 
determined by a mass spectrometer calibrated against the saturated S coverage on the Cu(111) surface.14  
The effect of S on Cu island decay and the ripening of deposited Cu island arrays was observed with 
LEEM and STM. 

Figure 12 shows that a trace amount of S dramatically changes the surface mass transport on Cu(111).  
While no measurable change in the island area was observed before S exposure, the island decayed 
completely within 8.5 min upon exposure to 14 mML S.  Similar accelerated island decay is also 
observed with STM at low temperature.  We measured the decay rate of Cu islands, taken as the inverse 
of the vanishing time of an island with an area of 0.2 µm2, as a function of qS at fixed temperature T.  A 
fit to the decay curve (Figure 12) suggests that the increase in the decay rate is proportional to qS

3, 
consistent with a mass-carrying species that contains three S atoms.   
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While our results support the existence of Cu3S3 clusters, we found unexpectantly three regimes of Cu 
island decay kinetics as a function of qS.  Figure 13 shows the island area evolution for the three regimes.  
For very low qS (the clean Cu limit) and high qS, the decay follows approximately -t2/3 expected for 
diffusion-limited decay.15  However, for intermediate qS, island area decays linearly with time. 

 

 

 

Figure 12.  Trace amount of S drastically speeds 
up self-diffusion on Cu(111).  (a) Imaging by 
LEEM shows the decay of a monolayer high Cu 
island (innermost circle) at 215°C after exposure 
to 14 mML S.  The diagram illustrates the 
configuration of the decaying Cu island (light 
grey) on top of a thick Cu stack (dark grey) sitting 
on the wetting layer (black).  The island area is 
plotted as a function of time that shows its rapid 
decay after S is introduced.  (b) Scanning electron 
microscopy results show similar speedup in the 
decay of a Cu island at -60°C after exposure to ~5 
mML S.  The Cu island shape changed from 
hexagonal to triangular during the decay as 
shown in both LEEM and STM observations, 
though the phenomenon is more pronounced in 
the STM images because of the lower 
temperature.  The shape change is due to the 
preferential decoration of S at the {100} 
microfacet step edges.16 

Similarly, we found that the coarsening kinetics of 2-dim Cu island arrays fall into three regimes as a 
function of qS and T.  As illustrated by the example shown in Figure 13, 2-dim coarsening proceeds by 
Ostwald ripening in the clean Cu regime, with big islands growing at the expense of smaller ones 
around.17  As qS or T increases, Oswald ripening is no longer observed. Instead, all islands shrink and 
mass is transferred to distant step edges.  As qS or T increases further, Ostwald ripening is once again 
observed.  

 

 

 

Figure 13.  Three coarsening regimes of Cu islands 
observed by LEEM.  (a) Clean Cu.  Ostwald ripening is 
observed with one big Cu island left at 10 min.  (b) With 
11.8 mML S.  No Oswald ripening is observed.  Material 
from islands is added to the step, which advances to the 
right on the lower terrace in the direction of the arrow.  
(c) With 12.3 mML S.  Oswald ripening is observed at an 
accelerated rate. 
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The intermediate regime with a linear island decay rate and the absence of Oswald ripening likely 
associate with an attachment-detachment limited kinetics.15,18  The energetic barrier responsible for such 
kinetics could arise if it is difficult for clusters to decompose at the step edge.  Nonetheless, the reversal 
to the diffusion limited kinetics at high qS or T is not obvious as increased amounts of S would not make 
it easier for clusters to decompose at step edges.   

Instead, we propose that the Cu3S3 clusters do not attach directly at the step edges but decompose on 
terraces.  The released Cu adatoms then attach to step edges with no barrier, as on the clean surface.  If 
the reaction rate of cluster creation/destruction is very small (clean Cu limit with very low qS or T), the 
density of Cu3S3 clusters will be small and Cu monomers will be the dominant active species on the 
surface.  When qS or T increases, the rate limiting process is the reaction between S and the Cu adatoms 
detaching from the step edge to form clusters.  The flux between steps increases and is independent of 
the distances of the step edges for step edges further away than the diffusion length of Cu adatoms.  
This case is similar to the attachment-limited kinetics.  No ripening occurs as the distance to neighboring 
step edges does not limit mass flow.  When qS or T increases even further, the cluster formation rate is 
so fast that the cluster concentration near the step edge is in equilibrium with the step edge.  The Cu3S3 
clusters overtake the Cu monomers as the dominant mass transport agents and transport is limited by 
the diffusion rate of the clusters.   

The terrace-reaction-limited kinetics at intermediate qS or T has not been considered before.  The 
terrace-reaction rate determines overall surface mass transport rate as complex species, such as the 
Cu3S3 cluster, that can efficiently carry mass between step edges do not necessarily attach easily at step 
edges.  Our work shows that it is important to consider where the complex species are formed in such 
cases. 
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--- Ling, W.L., Giessel, T., Thürmer, K., Hwang, R.Q., Bartelt, N.C., & McCarty, K.F.  
 “Crucial role of substrate steps in de-wetting of crystalline thin films”  
Surface Science 570 (3): L297-L303 (2004)  
--- Ling, W.L., Bartelt, N.C., Pohl, K., de la Figuera, J., Hwang, R.Q., & McCarty, K.F.  
 “Enhanced self-diffusion on Cu(111) by trace amounts of S: chemical-reaction-limited kinetics”  
Physical Review Letters 93, 166101 (2004)  
--- Ling, W.L.*, Bartelt, N.C., McCarty, K.F., & Carter, C.B.  
 “Twin boundaries can be moved by step edges during film growth”  
Physical Review Letters 95, 166105 (2005)  
--- El Gabaly, F., Ling, W.L., McCarty, K.F., & de la Figuera, J.  
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Chapter 2. Nanocrystal structure by electron tomography 

2.1 Vitreous sections of in vivo nanocrystals 
After my first postdoctoral fellowship on surface phenomena of epitaxial films of a few monolayers 
grown in situ, I pursued a second postdoctoral fellowship that involved 3-dim reconstruction of thicker 
biological samples in their native hydrated state.  The work was carried out in the laboratory of Prof. 
David Agard and Prof. John Sedat at the University of California at San Francisco (UCSF) medical 
school.   

Vitrification of biological particles by liquid ethane cooled by liquid nitrogen developed in the 1980s 
has allowed the preservation of small particles in their solution state.19  Subsequent analysis of the 
transmission electron micrographs of a homogeneous population (state-of-the-art analysis programs can 
also deal with samples with limited heterogeneity) of vitrified particles by single particle analysis can 
yield their native 3-dim structure.20  Nevertheless, the technique only applies to a thin film solution of 
small particles (ranging from protein molecules to viruses).   

Larger biological objects such as cells or tissues cannot be vitrified throughout its thickness by simple 
plunge-freezing in ethane.  Besides, their thickness prevents them from being observed as a whole by 
transmission electron microscopy (TEM).  Traditionally, such samples are chemically fixed, stained, 
embedded in resin and sectioned into slices of a few tens or hundreds of nanometers by ultramicrotomy 
for TEM imaging.21  Such treatment inevitably introduces artifacts ranging from dehydration and 
dissolution of organelles.   

The introduction of high pressure freezing, which combines the application of high pressure (~2 kBar) 
with the rapid freezing to inhibit the formation of crystalline ice, allows vitrification of samples up to 
~200 µm.22  Cryo-substitution can be performed on the cryo-fixed sample to substitute the solvent by 
resin at low temperature with ultramicrotomy carried out at room temperature.23  This freeze substitution 
technique alleviates but do not totally eliminate the artefacts introduced in traditional chemical fixation.  
To be true to the native hydrated structure of the biological objects, cryo-electron microscopy of 
vitreous sections (CEMOVIS) can be performed.24   

Without any chemical treatment, ultramicrotomy is performed at cryogenic temperature directly on the 
high-pressure frozen sample in CEMOVIS.  The vitreous sections are then observed by cryo-electron 
microscopy without any staining.  Since amorphous ice is brittle, vitreous sections contain crevasses 
besides knife marks from the ultramicrotomy.  It is also tricky to keep the vitreous sections on electron 
microscopy grids.  While resin sections can be floated off a water reservoir and picked up by an electron 
microscopy grid and remained well adhered to the grid, frozen hydrated sections need to be deposited 
directly onto the grids to which they have no affinity.  Because of the crevasses and knife marks, 
structural information cannot be easily extracted from images of vitreous sections directly.  
Nonetheless, using electron tomography, structures in the interior of the vitreous sections away from 
the surface artefacts can be extracted.   

I applied the technique of CEMOVIS and cryo-electron tomography to probe the organelle structures 
in Chlamydomonas cells provided to us by Prof. Wallace Marshall.  Projection of the vitreous section 
in the transmission electron micrograph shows crevasses from sectioning as well as ice contamination 
accumulated between the sectioning and the cryo-TEM observation (Figure 14).  Nonetheless, 
reconstruction of the tilt series acquired reveals the internal structure of the pyrenoid, showing the quasi-
crystalline packing of the RuBisCO.  The results confirm that CEMOVIS is a promising technique 
capable of visualizing organelles of eukaryotes in their native environment to nanometer resolution, 
complementary to other imaging techniques.  
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Figure 14.  Cryo-section of a Chlamydomonas cell 
preserved by high pressure freezing.  Ice crystal 
contamination from the transfer of the cryo-section to the 
microscope is abundant (dark round features, especially 
on the lower half of the field of view).  Crevasses 
(elongated features throughout image) mask the 
structural information of the sample but the most 
prominent organelle, the pyrenoid, can be recognized.  
Tomography was performed on this cryo-section and a 4 
nm central slice of the boxed region (lower left corner of 
the pyrenoid) from the tomogram is shown on the right.  
It shows that the tear by the crevasse has went through 
the thickness of the section (lower left corner).  
Nevertheless, the protein ordering in the pyrenoid is 
evident from the reconstructed tomogram.

 
Besides eukaryotic cells, the technique can be applied to thick samples that need to be kept hydrated.  
Examples include polymers or lipid structures.  The technique CEMOVIS will also be useful for the 
studies of protein crystals by electron crystallography, as will be discussed in Section II. 
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2.2 Core-shell structure of crystalline nanospheres 

I moved to France after one year at the UCSF and started working in a collaboration between the IBS 
and CEA/LETI when colloidal nanoparticles started to become an important element in optoelectronic 
or bio-labelling applications.  Techniques applied to solid state objects traditional in materials science 
were not applicable to sample preparation for particles in solution.  Applying techniques used in 
biology, we prepared these nanoparticles for TEM studies.  Nevertheless, since these nanoparticles have 
multiple components and a complex structure, conventional imaging is not sufficient for their structural 
studies.   

Electron tomography, a technique applied to biological samples, was not common in material science 
because material science samples most often contain crystalline components, which give rise to 
diffraction contrast.  Transmission electron micrographs of these samples are thus no longer simple 
projections that can be used for tomographic reconstruction.  To overcome this problem, scanning TEM 
(STEM) coupled with a high angle annular dark field (HAADF) detector was used to collect tilt series 
for tomographic reconstruction of these nanoparticles.25  

An HAADF detector form an annulus around the electron beam and captures high angle (>40 mrad), 
incoherently scattered electrons to produce a dark field image.  These electrons are Rutherford scattered 
from the nucleus of the atoms in the sample and varies roughly as the squared of the atomic number Z.  
Since Rutherford scattered electrons are collected, diffraction contrast from Bragg scattered electrons 
is avoided and tilt series closer to true projections can be collected. 

The experiments were performed on a Titan scanning TEM (STEM).  Besides a HAADF detector, it is 
also equipped with a Cs corrector, energy dispersive X-ray spectroscopy (EDS), and a Gatan imaging 
filter (GIF) for energy filtering and spectroscopy.  The Cs corrector cancels the spherical aberration of 
the condenser lens to yield a smaller, higher-intensity probe, which allows a higher-resolution HAADF 
imaging and elemental analysis.   

We used STEM HAADF tomography to analyze functionalized silica nanoparticles prepared by Dr. 
Olivier Raccurt.  The condensed electron probe is scanned across the sample and an image is built up 
using the intensity of scattered electrons collected by the HAADF detector at each spot.  The high 
sensitivity to the variation in Z of the HAADF detector together with the small probe allows precise 
localization of heavy elements in the silica matrix.  To reduce damage induced by the strongly focused 
beam, we cooled the sample down to liquid nitrogen temperature using a cryo-tomography holder.  
Contamination was significantly reduced under cryo-condition and tilt series were collected.  Figure 15 
shows a section from the reconstructed tomogram of a cluster of multi-shell silica nanoparticles we 
examined.  Instead of a uniform layer with Cu ions, the results show an uneven distribution of chelated 
Cu ions distributed in a porous shell around the silica core. 

 

 

 

Figure 15. Three-dimensional volume of a cluster of multi-shell 
nanoparticles with segmentation with two threshold values 
corresponding to the silica (olive) and the Cu ions (salmon).  The 
cartoon shows a schematic drawing of the nanosphere structure found 
in the reconstruction.     
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Chapter 3. Interaction of complement proteins with organic and inorganic 
nanoparticles 
3.1. C1q in pathogenesis 

The complement system is an important component of the innate immune system.  Complement was 
first discovered as a system complementary to the action of antibodies. The protein C1q, part of the 
protein complex C1 (first complement protein), recognizes bound antibodies and activates the 
complement cascade through the classical complement pathway.26  C1q has also been found to bind 
some pathogens and activate complement directly in innate immunity through recognition of common 
charge motifs found in pathogens.  Besides the classical pathway, the complement can also be activated 
through two other pathways, namely, the lectin and the alternative pathways.   

Apart from humoral immunity, C1q is involved in many important physiological and pathological 
processes.27  Structurally, C1q resembles a bouquet; a collagen stem branches out into 6 arms, which 
each terminates in a globular head domain gC1q, which can bind to a wide range of substrates.28  For 
instance, C1q binds altered-self materials and is involved in apoptosis.  Binding of C1q may or may not 
trigger complement activation.  Specific bindings that triggers activation have been postulated to 
involve the Ca2+ ion found at the apex of the gC1q.  C1q is also expressed in the nervous system and is 
involved in synaptic trimming.  The protein also plays a role in pregnancy and cancer.  We were 
interested particularly in its role in atherosclerosis and prion disease.   

Atherosclerosis is the arterial inflammation that precedes plaque development.29  The chronic 
inflammatory condition is caused by the accumulation of low-density lipoproteins (LDL) in the 
extracellular matrix of the blood vessels.30  The LDL particles are modified by enzymes into E-LDL, 
which are then oxidized by oxidative agents in the arterial intima and transformed into lipid droplets 
and vesicles during the early stages of atherogenesis.31 

The complement system plays an important role in atherosclerosis.  Experiments have shown that E-
LDL efficiently activates C1 and that C1q binds E-LDL particles with high affinity.32  Figure 16 shows 
electron micrographs visualizing the interaction between C1q and E-LDL prepared in the laboratory of 
Dr. Gerard Arlaud by Dr. Adrian Biro.  Bound C1q clearly interacts with E-LDL particles through their 
globular heads.  The globular domain gC1q likely possesses a binding site for carboxyl group in un-
esterified fatty acids in E-LDL generated upon cholesterol esterase treatment of LDL.  The binding of 
C1q may control the pro-apoptotic effect of E-LDL.  Given that endothelial cell apoptosis is involved 
in the atherogenesis process, the results may have important implications to atherogenesis.33 

 

 

 
Figure 16.  Transmission electron 
micrograph of E-LDL bound to C1q 
molecules.  Particles of E-LDL was 
preincubated with C1q for 30 min at 37°C.  
Samples diluted and stained with 2% 
uranyl acetate.  (a) Large field of view.  C1q 
molecules bound to the E-LDL particles 
with fewer than 6 globular heads and with 
all 6 heads are indicated by open and filled 
white arrows, respectively.  Black arrows 
point to C1q molecules lying close to E-LDL 
particles, possibly detached during sample 
preparation.  (b) Free C1q molecule.  (c) 
Close-up of a C1q molecule bound to an E-
LDL particle with a few heads.  (d) A bound 
C1q molecule with its globular heads 
following the curvature of the E-LDL 
particle.  
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Prion diseases are transmissible neurodegenerative disorders that occur when cellular prion protein 
(PrPc)2 is converted into abnormal isoform PrPSc.34  The abnormal isoform PrPSc has an increased beta-
sheet content and tends to form aggregates, which can further assemble into amyloid fibrils.  PrPSc 
aggregates are resistant to protease degradation and have very different physiochemical properties from 
natively folded PrPc.  It has been reported that the smallest aggregates that can initiate spongiform 
encephalopathies pathology contains 14-28 PrP molecules.35   

C1q has been found to bind amyloid fibrils found as extracellular deposits in tissues and complement 
activation has been found to be involved in the pathology of various amyloid diseases, including 
Alzheimer’s disease.36  Besides contributing to neuronal damage in the end stages of prion diseases, 
complement activation is also thought to contribute to the infection, dissemination, and replication 
stages.37  Mouse model has shown that C1q is one of the top proteins up-regulated in the brain with 
prion diseases.38 

In collaboration with Dr. Jean Gagnon, we observed the interaction between C1q and PrP beta-
oligomers with electron microscopy (Figure 17).  Whereas gC1q has a diameter of about 4 nm, the 
gC1q regions on C1q molecules incubated with PrP oligomers appear much larger, with a diameter of 
around 8 nm, corresponding to the size of PrP oligomers.  The images suggest that C1q binds PrP beta-
oligomers through gC1q.  Since each of the six gC1q on a C1q molecules can bind to an oligomer, C1q 
binding may contribute to the aggregation of the oligomers and the progression of the disease.  On the 
other hand, C1q binding may play a role in the clearing of the oligomers.  Further investigation will be 
necessary to determine the precise effect of C1q in prion diseases.     

  

 
 
Figure 17.  Transmission electron micrographs of C1q, PrP type II oligomers, and C1q-PrP complexes stained with 2% uranyl 
acetate or 1% ammonium molybdate.  (a) C1q purified from human serum.  White arrows point to globular head domains of 
C1q of ~4 nm.  (b) PrP type II oligomers purified by SEC.  The oligomers have a diameter of 5-8 nm.  (c) A SEC fraction of C1q-
PrP complex.  (d) Top view and side view of C1q.  (e) Side views and top view of purified C1q-PrP complexes.  Black arrows 
point to examples of PrP bound to globular domains of C1q.   
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3.2 Interaction of carbon nanoparticles with the human complement 

This project started as an exploration of using carbon nanotubes as a support to grow helical arrays of 
proteins for their 3-dim structural determination as a collaboration between the IBS and Dr. Doris’ 
laboratory in CEA, Saclay.  Whereas we have shown that various proteins do organize on arc-
discharged multiwalled carbon nanotubes, these arrays are not well-organized enough to be exploited 
for 3-dim structural analysis (Figure 18).  On the other hand, the health effect of carbon nanotubes, a 
common type of industrial nanoparticles, is not well understood.  The project thus evolved to become 
an investigation on the interaction of carbon nanotubes and other nanoparticles with C1q and the 
complement system.  The project was a multidisciplinary effort, which involved chemists in Dr. Doris’s 
group from CEA, Saclay, immunologists from Dr. Thielens’ group in IBS/IRPAS, and physicists from 
Dr. Mingo’s group in CEA/LITEN. 

 
 

Figure 18.  Organization of various proteins on arc-discharged multi-walled carbon nanotubes.  (a) C1q attaches onto the 
nanotube through its globular head domain.  Inset shows a detail view of the boxed area.  (b) Calreticulin molecules aggregate 
around the nanotubes covered by calreticulin molecules.  (c) Green fluorescent protein on carbon nanotube.  (d) A soluble 
protein purified from the Acanthamoeba polyphaga Mimivirus on several joined carbon nanotubes.  (e) Array of complex 
formed by membrane protein AcrB with lipid covers part of the nanotube.   

Carbon nanomaterials, specifically, carbon nanotubes and nanodiamonds, have various potential 
clinical applications due to their exceptional biological, physical and chemical properties.39–44  Safety 
of such potential nanomedicines have mainly focused on in vivo murine models and in vitro cellular 
toxicity.45–53  Since many of these applications involve introducing the nanomaterials into the 
bloodstream or into the brain, where the recognition protein of the classical pathway of complement 
C1q is found, it is important to understand the response of C1q towards these nanomaterials.  
Inappropriate activation of the complement can lead to inflammation and tissue injury with detrimental 
consequences.54  Since the complement system is highly species-specific, we investigated the 
interaction of various types of carbon nanotubes and nanodiamonds with C1q purified from human 
serum.  Moreover, any binding of the multifunctional protein may deplete C1q locally and affect the 
many physiological processes that involve C1q. 
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We studied three different types of nanotube and nanodiamond samples: pristine, oxidized, and 
functionalized with polyethylene glycol (PEG) prepared in Dr. Doris’ laboratory.  These types of carbon 
nanotubes and nanodiamonds have been used in the development for implant coating, drug delivery, 
and as a neuroprotective agent against Alzheimer’s disease among many biomedical applications.41,45,55–

60  In vitro complement activation assays carried out in IRPAS group showed that none of the nanotubes 
and nanodiamonds tested activate the classical pathway of complement.  Nevertheless, surface plasmon 
resonance (SPR) showed that C1q bound to nanodiamonds and TEM results also showed binding of 
C1q to carbon nanotubes.   

Figure 19 shows the interaction of pristine carbon nanotubes with C1q.  Unlike arc-discharged 
multiwalled carbon nanotubes shown in Figure 18, which have little defects and are thus rigid, these 
carbon nanotubes fabricated by catalytic chemical vapor deposition have a high density of defect sites, 
which make them highly flexible.  Due to their hydrophobicity, these nanotubes are bundled and 
entangled in aqueous buffer.  Curiously, when they are mixed with C1q, the bundles dissociate into 
thinner bundles covered by C1q and in the case of the multiwalled carbon nanotubes, into individual 
nanotubes.  The same phenomenon was observed with gC1q. 

 

 
 

Figure 19.  Transmission electron micrographs of different types of catalytic chemical vapor deposited carbon nanotubes 
before (a) and after (b,c) protein adsorption.  (a) Single-walled (SW), double-walled (DW), and multiwalled (MW) carbon 
nanotubes all appear as agglomerates of entangled bundles because of their low solubility.  (b) Carbon nanotubes sonicated 
in the presence of C1q.  (c) Carbon nanotubes sonicated in the presence of globular domains (gC1q) of C1q and resuspended 
in buffer without protein.  The gC1q have been isolated from C1q molecules by enzymatic digestion.  Insets show enlarged 
views of the boxed regions.  Arrows in insets point to gC1q molecules adsorbed on the carbon nanotube surface.  All scale 
bars correspond to 200 nm. 

 

Molecular dynamics simulations of the interactions between gC1q and the carbon nanotubes were 
carried out in Dr. Mingo’s group at CEA/Liten.  An attractive interaction was found, consistent with 
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the experimental results from SPR and TEM that C1q binds the carbon nanotubes.  Moreover, stronger 
attraction was found on the side of the gC1q molecule, when the vector between the protein center and 
the Ca2+ ion was roughly parallel to the nanotube surface, whereas only very weak interaction was found 
when the Ca2+ ion at the apex of the gC1q molecule faced the carbon nanotube.  As the Ca2+ ion has 
been speculated to be involved in the binding of complement activators, this finding is consistent with 
the results that the nanotubes did not activate complement.   

The disaggregation of the carbon nanotube bundles can also be understood by the calculated free energy 
results with a simple model of nanotube adhesion.  The energy to dissociate the bundles depend on the 
square root of the nanotube radius r.  The energy gained by coating the nanotube with gC1q, on the 
other hand, depends on the square of the radius for thin nanotubes (approximated by single-walled 
carbon nanotubes) and linearly on the radius for larger nanotubes (approximated by graphene).  The 
energy gained by protein adsorption and the energy cost in dissociation has a crossover at r around 25 
nm, meaning that for nanotubes thinner than 25 nm, it is energetically more favorable for the nanotubes 
to stay bundled but for thicker nanotubes, it is more favorable to dissociate and be fully covered by 
proteins, consistent with the TEM observations. 

We found similar C1q binding on the other carbon nanotube samples, namely, the oxidized and the 
PEGylated nanotubes (Figure 20).  Binding of C1q on the PEGylated nanotubes seemed at odds with 
the fact that PEG is commonly used to evade the immune system and is considered stealth to immune 
proteins.  As PEG functionalization depends on surface carboxylic groups generated by oxidation on 
carbon nanotubes, PEG is only grafted on defect sites and not the full nanotube surface.  We postulated 
that C1q may be binding on the unmodified carbon nanotube surface and not on the PEG.  

  

 
 

Figure 20.  Transmission electron micrographs of the interaction of C1q molecules with acid treated carbon nanotubes (a) 
and PEG-grafted carbon nanotubes (b).  (a) Unbound proteins have been removed by centrifugation and resuspension in 
buffer for both samples.  (c) Schematic diagram (not-to-scale) of C1q molecules (grey) binding onto carbon nanotubes, 
depicted as thick black lines. 

Carbon nanotubes fully covered with PEG were generated in Dr. Eric Doris’s group to test this 
hypothesis.  Amphiphiles incorporating a diacetylenic lipophilic chain were synthesized with PEG.61  
These molecules self-assembled on the nanotube surface as the hydrophobic portion was attracted to 
the nanotube surface with the hydrophilic PEG head oriented towards the aqueous phase (see Figure 
21).  Similar self-assembly has been observed on the carbon nanotubes.62  To stabilize the PEG coating, 
the diyne motif incorporated in the lipophilic chain was photopolymerized by ultraviolet irradiation.  
Surface plasmon resonance testified that micelles made up of these amphiphiles do not bind C1q. 
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Figure 21. (a) Schematic diagram of diacetylene 
poly(ethylene glycol) (DA-PEG) amphiphiles.  The diyne 
motif can be photopolymerized by ultraviolet irradiation 
at 254 nm to reinforce assemblies made of the 
amphiphiles, such as micelles.  (b) Representation of 
supramolecular assemblies of DA-PEG amphiphiles 
formed on carbon nanotube surface when carbon 
nanotubes are sonicated in the presence of the 
amphiphiles. While the hydrophobic portion of the 
amphiphile is adsorbed onto the nanotube surface, the 
hydrophilic PEG head is oriented towards the aqueous 
phase.  A region of bare nanotube surface is shown on the 
left for illustration purpose.  In the experiments, all 
nanotube surface is covered by using excess amphiphiles.  
The supramolecular assemblies are photopolymerized to 
promote further stability of the PEG coating.  

 

Figure 22 shows TEM images of the interaction of the protein C1q with carbon nanotubes with 
covalently grafted PEG and with carbon nanotubes fully coated with PEG assemblies.  While 
PEGylated nanotubes with partial PEG coverage binds C1q readily, nanotubes fully covered with PEG 
do not attract C1q.  These results support our hypothesis that C1q may be binding to uncovered carbon 
nanotube surface.  Mode of PEG coverage thus needs to be considered for employing PEG in potential 
nanomedicine. 

 

 

Figure 22.  Carbon nanotubes fully 
coated with PEG incubated with C1q 
and resuspended in buffer without 
protein.  (a) Carbon nanotubes show 
rough sidewalls from the 
supramolecular assembly of PEG but no 
bound C1q molecules.  (b) Protein 
aggregates that are quasi-organized 
are found occasionally around 
nanotubes.   

 

We next looked at the binding of C1q with pristine, oxidized and PEG-conjugated nanodiamonds.  
Unlike carbon nanotubes, nanodiamonds are relatively easy to disperse in aqueous solutions.  Surface 
plasmon resonance studies showed that C1q binds to all the nanodiamond samples studied.  
Nevertheless, TEM shows that C1q binding has a different effect on nanodiamonds from that on carbon 
nanotubes. 

Figure 23 shows pristine nanodiamonds before and after the addition of C1q.  Pristine nanodiamonds 
form particles of around 30-100 nm made up of single crystal nanodiamonds.  When the nanodiamonds 
are mixed with C1q, only large aggregates are found.  It is difficult to discern the contents of the 
aggregates with negative staining.  Cryo-electron microscopy was thus performed with the same mixing 
conditions.   
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A thin film of the nanodiamond with C1q sample was vitrified in liquid ethane at its freezing 
temperature.  The frozen hydrated sample was imaged at liquid nitrogen temperature with no staining.  
In this case (Figure 23e), we see loosely packed nanodiamonds bridged by particles that can be 
recognized to be the protein C1q although the contrast is weak.  We propose that the nanodiamond 
aggregates are due to the multivalence of the C1q molecule.  Careful inspection of the negatively stained 
images shows C1q molecules bound to small particles with sharp edges of around 5-10 nm around the 
edges of big aggregates.  We speculate that these small particles are single crystal nanodiamonds.  From 
the images, we can see that the particles were bound to gC1q, the globular domains of C1q.  Since each 
C1q molecules carry six gC1q, which can each interact with separate nanodiamonds and different facets 
on a nanodiamond particle can also interact with gC1q on different C1q molecules, a large agglomerate 
can be formed.  

  

 
 
Figure 23.  Transmission electron microscopy studies of pristine nanodiamonds and their interactions with C1q and gC1q.  (a) 
Pristine nanodiamonds form particles of size distribution of ~30-100 nm.  (b) Aggregates of over 10 µm are formed when 
nanodiamonds are incubated with C1q.  The sample is stained with 2% sodium silicotungstate.  (c) Higher magnification 
image of boxed area in b.  (d) Magnified images of some C1q molecules with bound nanodiamonds found around the large 
aggregates in b.  Schematic diagram showing the mechanism of aggregation.  Individual nanodiamond particles may bind 
multiple globular domains of one or more C1q molecules.  (e) Cryo-electron micrograph of C1q with nanodiamonds sample 
prepared the same way as the sample in b but with no heavy metal staining.  The image shows that the large aggregates are 
not solidly packed but consist of separated nanodiamond particles of ~50 nm.  C1q molecules (white arrowheads) can be 
discerned by the clusters of globular head domains (gC1q) among the nanodiamond particles despite the low contrast in the 
unstained specimen.  (f) Negatively stained image showing the interaction of isolated gC1q molecules with nanodiamonds.  
White arrowheads point to some bound gC1q on nanodiamond particles.  No aggregates are observed. 

We tested this hypothesis by performing the experiments with gC1q.  As shown in Figure 23f, we see 
gC1q bound to nanodiamond particles but no aggregates are found.  Similar results were obtained with 
oxidized and PEGylated nanodiamonds.  To test if this agglutination by C1q multivalence applies to 
other nanoparticles, we repeated the experiments with silica nanospheres.  Figure 24 shows the results.  
Again, silica nanospheres were aggregated by C1q but not by gC1q alone.  The results support the 



 
 

26 

proposition that compact nanoparticles that bind C1q may be aggregated by the multivalence of the 
protein. 

 

 
 

Figure 24.  Transmission electron micrographs of silica nanospheres interacting with C1q and isolated gC1q.  (a) Silica 
nanospheres incubated with C1q molecules.  Large aggregates of nanospheres are found.  The globular domains of the C1q 
molecules can be recognized as small bright dots with regular size among the nanosphere aggregates.  (b) Close-ups of small 
clusters of nanospheres with bound C1q molecules and their schematic representations.  As globular domains from one C1q 
molecule can bind to different nanospheres while each nanosphere can attract multiple C1q molecules, an assembly of 
nanospheres can be brought together by C1q interaction.  (c) Nanosphere sample incubated with isolated gC1q molecules.  
We find nanospheres decorated with gC1q but no large aggregates.  Images a and c have the same scale. 

The examples of carbon nanotubes and nanodiamonds show that the consequence of C1q binding 
depends on the morphology of the nanoparticles.  As illustrated in Figure 25, C1q binding is likely to 
agglutinate compact nanoparticles of a size comparable to the size of C1q.  Such agglutination may be 
a way to improve the efficiency of clearing the nanoparticles from the body but such conjecture remains 
to be tested.  Extended particles such as carbon nanotubes, on the other hand, readily offer binding sites 
for gC1q that belongs to the same C1q molecules.  When multiple gC1q domains of the same C1q 
molecule bind to the particle, the collagen stem may cause steric hindrance for other interaction with 
the particle near the binding site.  These factors need to be reckoned with for the design of nanoparticles 
in biomedical applications.
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Figure 25  Cartoons illustrating the 
interaction of C1q with nanoparticles 
of different geometry.  (a) For small 
compact nanoparticles with size 
comparable to C1q and with multiple 
binding sites for gC1q, C1q binding can 
cause aggregation.  (b) Elongated 
nanoparticles, such as carbon 
nanotubes, offer binding sites for 
multiple gC1q on the same C1q 
molecule.  C1q binding helps to 
disperse the nanoparticles in this case.

 

Given the extensive presence of C1q in the body and its role in diverse physiological and pathological 
processes, the binding of C1q on nanoparticles need to be considered for potential biomedical 
applications of nanoparticles.  Binding of C1q may locally deplete C1q and affect the biological 
processes the molecule is involved in.  Potential structural changes of the nanoparticles following C1q 
binding would also need to be taken into consideration.   
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Chapter 4. Single particle analysis of the helicase domain of vaccinia virus helicase-
primase D5 
The vaccinia virus belongs to the Poxviridae family as the variola virus, which causes smallpox.  The 
vaccinia virus represents the prototypic virus of the Orthopoxvirus genus and shares more than 97% 
sequence identity with the poxvirus variola virus.  Even though smallpox has been declared eradicated 
in 1979 by the worldwide vaccination campaign, the highly lethal disease remains a threat due to its 
potential use in bioterrorism.  Similar poxviruses that may be transmitted to humans from animals are 
also a concern.  There is thus an interest in the development of antiviral drugs against this class of virus.  
While the viral genome replication machinery is an obvious target, its structure is not well understood.   

Dr. Wim Burmeister, Dr. Frederic Iseni, and Dr. Nicolas Tarbouriech have long been working on the 
DNA replication machinery of the vaccinia virus.  In collaboration with Dr. Guy Schoehn, we 
investigated the structure of the helicase-primase D5, an essential viral protein in the replication 
machine of the vaccinia virus.  Using the single particle reconstruction technique, we studied the D5 
helicase domain expressed by Dr. Stephanie Hutin.  

The D5 protein consists of four domains.  It has an N-terminal archaeoeukaryotic primase domain, 
followed by a cysteine cluster region and a D5N domain associated with D5-type helicases, and a 
superfamily 3 helicase domain at the C terminus. Earlier studies of D5 has indicated that it has a six-
fold symmetry63.  To simplify the protein production, different deletion constructs that could be 
produced in E. coli was created (Figure 26).  A construct with residues 323-785 was found to show 
ATPase activity similar to the full-length D5 protein expressed in insect cells.  This construct also forms 
a hexamer and was used for electron microscopy studies. 

 

 

 

Figure 26.  Domain organization of D5 and different 
constructs produced by Dr. Stephanie Hutin.  The full-
length protein is 95 kDa.  The primase domain lies on the 
N-terminal.  The superfamily 3 helicase domain on the C-
terminal contains a motif characteristic of the AAA+ 
ATPase family.  Construct D51-335, which lacks the ATPase 
motif, did not show any ATPase activity, as expected.  
Construct D5381-785 lacks the oligomerization domain 
found in residues 323 to 380 and did not form a hexamer, 
which seems to be necessary for ATPase activity.  The 
construct D5323-785, which forms a hexamer and shows 
ATPase activity, was used in electron microscopy studies.     

 

Figure 27 shows the 2-dim class averages from TEM images of the D5323-785 negatively stained with 
2% sodium silicotungstate.  A 3-dim reconstruction confirms the hexameric structure.  The model 
shows that the six protein subunits form a ring with tight interactions on one side.  On the other side, 
the subunits are not connected, leaving a large opening along the six-fold axis.   
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Figure 27.  Single particle analysis of 
negatively stained D5323-735.  (a) Reference-
free 2-dim class averages of D5323-735 particles 
stained with 2% sodium silicotungstate.  (b) 
Top, side, and bottom views of the 3-dim 
model from the reconstruction after 
refinement.  The contour level is set to 
correspond to the expected volume of the 
hexamer.  (c) Reprojections of the 3-dim model 
in b that best match the 2-dim classes in a.  

 

Cryo-electron microscopy was performed to try to get a higher-resolution structure of the particle.  The 
D5323-785 was plunged frozen with a vitrobot.  Class averages from 2-dim classification of the cryo-TEM 
images show details of the protein in the ‘top’ view looking down the (pseudo-)six-fold axis and reveal 
various conformations of the protein (Figure 28).  No consistent 3-dim models could be obtained from 
the data as the negatively stained model did not have enough resolution to assign side views to the 
different conformations.  Efforts to stabilize the protein in one conformation with various nucleotides 
was not successful.  We also tried to use different glow discharge conditions, different support films, 
different additives such as amino acids and different ions, different blotting conditions, etc. to change 
the orientation of the particles in the ice but with no success.  
 

 
 
Figure 28.  Two-dimensional class averages of cryo-electron microscopy images of D5323-735 particles.  Top views of different 
conformations of the proteins can be resolved (e.g. red boxes).  No consistent 3-dim reconstruction could be obtained from 
the data set because of the lack of side views. 

Dr. Hutin also expressed the full length D5 protein.  Two-dimensional classes from negatively stained 
data are shown in Figure 29.  The primase domain can be located on the side of the ring with tighter 
interaction.  Nevertheless, the domain seems highly flexible and no further analysis could be achieved.  
The protein expressed in insect cells seemed to exhibit a higher degree of stability but nonetheless not 
enough for a consistent 3-dim classification.  

Further effort to achieve a more homogeneous protein sample will be necessary to gain higher-
resolution structural information with TEM for the D5 protein. 
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Figure 29. Two-dimensional class averages of the full-length D5 protein produced in E. Coli BL21 Star (DE3) (a) and in SF21 
insect cells (b).  ADP and Mg2+ ions have been added to both samples.  The primase domain appears as diffuse density localized 
mainly on one side of the particle.  
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Section II. Projects 
Chapter 1. Cryo-electron diffraction of 3-dim crystals 

While X-ray macromolecular crystallography has been a popular technique in structural biology and 
therapeutic drug search, obtaining crystals of a sufficient size (over a few microns) remains a major 
bottleneck.  Membrane proteins, in particular, often yield only small crystals.  Recent developments in 
cryo-electron crystallography open up a unique opportunity to study nano-sized (few hundred 
nanometers) crystals and may be a promising technique for structural studies of membrane proteins.   

Electron diffraction studies by TEM are limited to nanocrystals and the reduced signal compared to 
microcrystals is compensated by the strong scattering of electrons.  Considering the mean free path of 
300 keV electrons in organic materials, crystal thickness is limited to ~300 nm for electron diffraction 
studies.  Typical crystals for X-ray crystallography have size ~ (30 µm)3 and thus 106 times more unit 
cells.  The atomic form factor for electron scattering, fel(∆k) is related to that for X-ray scattering fx(∆k) 
by: 

𝑓67(∆𝒌) =
2𝑚𝑒0

ℏ0Δ𝑘0
@Ζ −

𝑚𝑐0

𝑒0
𝑓D(∆𝒌)E, 

or, 

𝑓67(∆𝒌) =
3.779
Δ𝑘0

[Ζ − 3.54	 ×	10-𝑓D(∆𝒌)], 

 

where 𝑚 is the mass of the electron, 𝑒 the charge of the electron, 𝑐 the speed of light, ℏ the Planck’s 
constant divided by 2𝜋, and Ζ the atomic number; the units for ∆k is in Å 1.64 

The orders of magnitude stronger fel(∆k) compensates for the reduced number of unit cells available in 
the nanocrystals.  Nonetheless, the reflections are very weak, especially at very high resolution (beyond 
2 Å).  Recent development of the new hybrid pixel detectors, which have superior dynamic range, 
signal-to-noise ratio, and quantum efficiency, has made macromolecular electron crystallography 
possible. 

Due to the mosaicity common in protein crystals, only partial intensities of the reflections are obtained 
in still diffraction.  Integrated intensities of inorganic samples have been obtained by precession of the 
electron beam about the optical axis.65  Ab initio structure solution has been obtained from electron 
diffraction by combining tomography and electron precession.66  Diffraction patterns were taken at 
regular interval on the same crystal rotated along a tilt axis while at each tilt angle, the electron beam 
is precessed around the optical axis to obtain the integrated intensities of the reflections.  Importantly 
for inorganic materials with heavy elements, precession significantly reduces the dynamic effects that 
complicate data interpretation.67  Alternative to precession, beam tilt can also be combined with sample 
stage rotation to integrate the full intensity of the reflections.68  This technique has allowed the structure 
of calcined zeolite sample with 72 unique atoms to be solved with direct methods.69   

With computer-controlled sample stage (compustage) that allows precision sample motion and CMOS 
detectors with fast readout and sensitivity for low electron dose, a series of diffraction patterns can now 
be collected from individual crystal on continuous rotation of the crystal.  Such data collection mode 
allows intensities to be integrated spatially during rotation without precession or beam tilt.70  By 
collecting data at cryogenic temperature, the technique was used to solve the structure of the model 
protein lysozyme and was named MicroED by the Gonen group.71  Data collected with continuous 
rotation can be processed with standard X-ray crystallography software supported by the CCP4 program 
suite, which has a large user support community 72 73 74.   

Cryo-electron crystallography has since been used to determine a number of protein structures with 
nanocrystals.75  Besides lysozyme, other proteins with known structures, including and Ca2+-ATPase, 
catalase, proteinase K, xylanase, thaumatin, trypsin, and thermolysin, have also been solved by cryo-
electron diffraction with continuous rotation.75–77  Even though these structures have been solved 
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previously by X-ray models, structures from electron diffraction yield extra information not available 
from X-ray structures.  Since electrons interact with atoms through the Coulomb potential, electron 
diffraction structures can probe the charged states of amino acids and bound metal ions.  For instance, 
the charged state of the iron ion in the heme group in catalase has been inferred from the Coulomb 
potential map.76  This information, nonetheless, has to be carefully considered because the metal ion 
valence state are sometimes sensitive to radiation damage, as has been evident in X-ray studies.78  On 
the other hand, the Coulomb potential map has confirmed the theoretical prediction that the Glu-908 
side chain around the Ca2+ binding site is protonated in Ca2+-ATPase.  Electron diffraction, therefore, 
is a complementary technique to X-ray diffraction. 

Besides proteins of known structures, the technique has also successfully solved unknown structures of 
small peptides 79,80.  The first unknown structure solved by “MicroED” was from ‘invisible’ crystals 
formed by a 11-residue segment (NACore) of α-synuclein, the main component of the aggregates 
observed in Parkinson and other neurodegenerative pathologies.79  These crystals are needle shaped 
with diameter of 50-300 nm and length over 1 µm.  They are so small that they are invisible to optical 
microscopes and were taken as amorphous aggregates.  These crystals have a favorable geometry for 
the “MicroED” technique.  Their cross-section is just below the mean-free path of the electrons at the 
imaging voltage, thus allow maximal number of unit cells to contribute to the diffraction.  The long 
length permits diffraction patterns to be collected from unexposed parts along the same crystals as tilting 
proceeds.  The structure of these ‘invisible’ crystals was determined by molecular replacement using a 
search model derived from the X-ray crystallography model of a nine-residue subsegment 
(SubNACore) of the NACore, which forms much larger crystals.  Despite the fact that the SubNACore 
and NACore differ by only 2 residues, their level of toxicity differs noticeably.  The structure of 
NACore has therefore been very useful in understanding the toxicity of α-synuclein, demonstrating the 
power and value of the technique.   

All these encouraging results show that cryo-electron diffraction is a very promising technique for 
solving protein structures with submicron-sized crystals.  The same sample preparation technique for 
cryo-electron microscopy is employed to prepare nanocrystals for cryo-electron diffraction studies.  
Nano-sized protein crystals are applied to Quantifoil or lacey carbon grids and plunge frozen into liquid 
ethane.  Protein molecules are thus preserved in their hydrated state.  Electron diffraction of 3-dim 
crystals collects data in the diffraction mode as opposed to image-based cryo-EM techniques, such as 
single particle analysis or real-space tomography, which collects data in the imaging mode.  Imaging 
weak phase objects like native hydrated protein samples requires a contrasting mechanism.  A defocus 
is usually applied to create phase contrast, which is the main contribution to the contrast transfer 
function that modifies the signal of the imaged object.  Besides the extra steps required to correct for 
the modification from the contrast transfer function, it significantly limits the ultimate resolution that 
imaging techniques can achieve.  The use of phase plate avoids the introduction of defocus.  
Nevertheless, resolution of the final 3-dim structure suffers from even slight deviation from the true 
focus, as for inaccurate determination of the defocus value in CTF correction.81  

Besides avoiding the CTF, electron crystallography has other advantages over other 3-dim TEM 
reconstruction techniques.  As a corollary of the Radon transform, 3-dim structure can be reconstructed 
from a set of 2-dim projections (e.g. images from transmission electron microscopes) as the projections 
yield sections in the 3-dim Fourier space.  In tomography, projections of the sample are collected at 
defined tilt angles of the sample stage (Section I, Chapter 2).  The relative orientations of the projections 
are thus known but translational alignment is still required because of the unavoidable imperfections of 
the sample stage.  Due to large radiation dose at high magnification and the limited precision of the 
sample stage, only relatively large objects can be studied by tomography, though sub-tomogram 
averaging can yield higher-resolution information of smaller components that appear in multiple copies.  
Single particle analysis, on the other hand, collects 2-dim projections of protein samples relying on 
random orientations of a large number of identical protein molecules (Section I, Chapter 4).  At least 
tens of thousands of images of the molecules are collected in hundreds of micrographs.  These images 
are then classified and images in the same class are averaged.  The orientations of the class averages 
are determined for 3-dim reconstruction.  Reliable alignment limits the size of the molecules that can 
be analyzed to ~100 kDa.  A meaningful reconstruction relies critically on the homogeneity of the 
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sample.  Advanced data analysis can separate a mixed sample with a few homogeneous subsets to yield 
structures of different configurations of a molecule or of various subcomponents of a complex but such 
procedure, though powerful, requires proportionally more images to be collected and does not always 
yield positive results.  Importantly, sample homogeneity cannot be ascertained until a high-resolution 
reconstruction is obtained after data collection and analysis, which takes weeks to months.   

Electron diffraction with continuous sample rotation can be advantageous over tomography or single 
particle analysis for small proteins in various aspects.  As in tomography, data is collected at known 
consecutive angles.  However, since data is collected in the Fourier space, which is insensitive to 
translation, i.e., vibration or mechanical instability, no translational alignment is necessary.  
Nanocrystals of dimensions of ~100 nm typically contains ~10,000 protein molecules.  Diffraction data 
set collected on any such nanocrystal are thus averaged over 10,000 structurally identical molecules in 
already the same orientation.  No 2-dim classifications or angular assignments are necessary as in single 
particle analysis.  Moreover, data analysis using advanced X-ray crystallography programs can yield a 
3-dim structure within hours in favorable cases.  Nevertheless, solving structure of unknown protein of 
reasonable size (>10 kDa) with electron crystallography is still a challenge.  My main project will be to 
work on some of the issues in applying electron diffraction to solve protein structures.  

One particular concern for electron diffraction has been the dynamical effect coming from the strong 
interaction of electrons with atoms.  The dynamical effect arises when electrons encounter multiple 
scattering and is a concern especially for heavy elements.  Precession electron microscopy has been a 
powerful tool to minimize the dynamical effect and allow unknown structures to be solved by direct 
methods with electron diffraction.82  Biological materials are mostly made up of light elements and the 
dynamical effect is less pronounced.  Dynamical scattering is also reduced by avoiding data collection 
exclusively at zone axes.  Indeed, structures of the amyloid core of the prion have been solved by direct 
methods without precession, showing that the dynamical effect does not prevent ab initio phasing by 
electron diffraction.80  Nevertheless, qualities of electron diffraction maps are poor compared to X-ray 
crystallography maps and dynamical scattering definitely plays a role.  In collaboration with Prof. Jan 
Pieter Abrahams, whose group is developing advanced algorithm to reduce the effects of dynamical 
scattering in electron diffraction, we will improve our data processing by considering the effects of 
dynamical scattering. 

Recovering the phases of the reflections is a major challenge in structural resolution in crystallography.  
Molecular replacement has been used to calculate initial phases in protein electron diffraction 
structures.  Only peptide data that have reached very high resolution (around 1 angstrom) have been 
successfully treated with direct methods.80  Unlike in X-ray, no technique has been established for 
experimental phasing in electron microscopy.  Anormalous scattering in electron diffraction is much 
weaker than in X-ray.  Besides, electron microscopes operate at fix voltages, which cannot be freely 
adjusted.  In the context of the project ‘Electron diffraction of sensitive materials’ led by Dr. Jean-Luc 
Rouviere supported by the CEA and in collaboration with Dr. Julio Cesar da Silva at the ESRF, 
ptychography will be explored to recover phase information.  This method will also be developed within 
an ANR project submitted by Dr. Dominique Housset in collaboration with Prof. Jan Pieter Abrahams 
at Basel University, and Dr. Eric van Genderen at PSI.  The ANR project will also involve retrieving 
phases by taking advantage of the strong interaction of electrons with charged atoms in crystallophore 
developed by Dr. Eric Girard’s group at the IBS.83  In addition, we will try to exploit site specific 
radiation damage84 and real space electron micrographs to retrieve phase information.85  

Another major obstacle for employing electron diffraction in protein crystallography is the size of the 
protein crystals.  While only nano-sized crystals are required, it is not trivial to control the crystal size.  
As described in one of the early articles, electron diffraction was used to solve ‘invisible’ crystals 
beyond the resolution of optical microscopes.  Growth of crystals to be used in electron diffraction thus 
cannot be easily monitored.  In collaboration with Dr. Alexander Van Driessche at UGA/OSUG, we 
study the nucleation mechanisms for protein crystals.86  Glucose isomerase is used as a model and 
different conditions are found to nucleate crystals of different forms (Figure 30).  We are also working 
with Prof. Catherine Venien-Bryan at Sorbonne University to try to optimize the growth of thin stacks 
of membrane protein crystals for 3-dim electron diffraction studies.87  Dr. Jean-Luc Pellequer’s group 
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at the IBS is studying the dimensions of the crystals produced with atomic force microscopy to probe 
the crystal thickness, which cannot be easily accessible by TEM.   

 

 
 

Figure 30.  Different conditions yield different crystal forms of glucose isomerase crystals (samples from Dr. Van Driessche).  
Compact crystals are formed in one condition (left image).  In another crystallization condition (right), monomers first form 
fibers, which then assemble to form elongated crystals. 

 

A promising source of crystals for electron diffraction studies are in vivo protein crystals.  Protein 
crystallization occurs inside living cells when the cells need to manage a large quantity of protein (e.g. 
pyrenoid in Chlamydomonas cell shown in the Figure 14 of Section 1, Chapter 2.1).  The high protein 
concentration during recombinant protein expression in cells presents one such circumstance.  Indeed, 
several recombinant proteins with post-translational modifications have been found to crystallize in 
vivo when expressed in the baculovirus insect cell system.88  This phenomenon represents an exciting 
opportunity for proteins that fail to crystallize in vitro.89,90  Post-translational modifications are 
incorporated91 and membrane proteins will be naturally inserted in lipids.  While these crystals may be 
too small for traditional X-ray diffraction, they are suitable for studies with X-ray free-electron laser as 
well as electron diffraction, the latter being a much more accessible technique requiring much less 
material.   

Figure 31 shows the in vivo crystals found in insect cells overexpressing human connexin 36 (Cx36) 
from Dr. Valentine Gordeliy’s group at the IBS.  Connexins (Cx) form intercellular channels (gap 
junctions) and hemichannels (connexons) that regulate the passage of small molecules and ions between 
adjoined cells, and between intracellular and extracellular space, respectively.92–94  They modulate the 
synchronization of cell activities and also cell proliferation and cell death.  Connexins are affected in 
pathological conditions, such as inflammation and ischemia, and mutations in Cx genes are correlated 
with a variety of diseases.95,96 
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Figure 31.  Human connexin 36 (hCx36) expressed as nanocrystals in Sf21 insect cells using baculovirus expression vector.  (a) 
Western-blot analysis with specific anti-Cx36 antibodies confirming the expression of hCx36.  (b) Transmission electron 
micrograph of a membrane fraction before purification stained with 2% sodium silicotungstate showing hCx36 crystals 
attached to the baculovirus envelope.  Examples are pointed out by orange arrows.  (c) Purified hCx36 crystals.  (d) A 
magnified view of a nano-crystal showing clear lattice plans that reveal the crystalline order.  (e)  hCx36 oligomers after 
prolonged incubation of crystals with harsh detergent.  Multiple oligomeric states are present. (Ling et al., unpublished)  

 

A gap junction channel is formed by two apposed hemichannels, which each consists of six Cx subunits 
(Figure32).  In the human genome, there are twenty-one Cx isoforms with various physiological 
functions and regulation mechanisms.  The 21 isoforms are divided into five groups (α, β, γ, δ, ε) 
according to their sequence homology.  Connexin 36 (36 for estimated mass of 36 kDa), together with 
Cx31.9 and Cx40.1, belong to the δ family. 

Connexin 36 is of particular interest as it is expressed in the central nervous system, as well as in the 
pancreatic β-cells.97–99  Gap junctions consisting of Cx36 form electrical synapses between neurons and 
governs neuroplasticity.100–102  These synapses are distinct from the more common chemical synapses 
and determine neuronal synchronization, signal averaging and network oscillations.103–106  Expression 
of Cx36 is found to increase during early postnatal development and after neuronal injury, such as 
stroke (ischemia).107  Blocking Cx36 is shown to disrupt learning and memory.108  In the case of 
ischemic insult, regulation of gap junction channels and hemichannels involving Cx36 significantly 
affects the propagation of cell damage and death.109,110  Loss of Cx36 also impairs vision and causes 
symptoms resembling type 2 diabetes.111,112  The gating mechanisms of Cx36 are critical for specific 
modulation of Cx36 conductance underlying its functions in these important areas, including the 
plasticity of Cx36 electrical synapses that governs our cognition.  
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Figure 32.  Connexin higher-order structure and organization.  Connexins (Cx) have four transmembrane helices with the N- 
and C-termini in the cytoplasmic side.  Six Cx monomers form a connexon or a hemichannel that allows the passage of small 
ions and molecules between the cytoplasm and the extracellular space.  Hemichannels in adjacent cells can dock to form gap 
junction channels, which organize into gap junction plaques for the modulation of direct communication between the two 
cells.  

Despite its importance, molecular mechanisms behind the regulation of Cx36, as for almost all other 
members of the Cx family, are very poorly understood.  This lack of knowledge goes hand in hand with 
the lack of high-resolution structural information on Cx.  Structural studies of most membrane proteins 
is demanding but studies of Cx faces particular problems.113  Connexins are difficult to purify from 
tissues as they have low expressions and they are often mixed with different isoforms.  A recombinant 
protein expression system is therefore required to obtain pure Cx samples.  Besides, as post-translational 
modifications are key to their slow gating regulations, Cx usually have multiple phosphorylation sites 
and Cx samples in general have mixed degree of post-translational modifications.114  Moreover, Cx 
form different oligomers (from dimers to hexamers) when mixed with detergents.  Obtaining a 
homogeneous Cx sample is thus extremely challenging.  Electron diffraction of Cx crystals produced 
in vivo would bypass most of these difficulties.   

Another source of in vivo protein crystals comes from Dr. Jacque-Philippe Colletier’s team at the IBS.115  
Figure 33 shows crystals of an insecticide protein produced in vivo in bacteria.  Selected area diffraction 
allows us to obtain a diffraction pattern on individual crystals.  Crystals from different combinations of 
toxins are also produced in bacteria by Dr. Guillaume and Dr. Lopes with Dr. Colletier.116  Electron 
diffraction would allow the structural determination of these crystals simultaneously.117   

While these crystals are too small for conventional X-ray crystallography, some of them are still too 
thick for the transmission of a 200 keV electron beam.  In collaboration with Dr. Christine Moriscot, 
Benoit Gallet, and Dr. Guy Schoehn, we plan to perform cryo-sectioning on these crystals to obtain 
sections of crystals thin enough for electron diffraction.  The whole bacteria producing these crystals 
will be high pressure frozen and cryo-sectioned directly (see Section I, Chapter 2.1).  Besides cryo-
ultramicrotomy, cryo-focused ion beam may also be tried in collaboration with Dr. Pierre-Henri at the 
CEA.118 
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Figure 33.  Purified crystals of Cyt1A grown in vivo in bacteria.  (a) Large field of view of crystals preserved in their hydrated 
state on lacey carbon film.  (b) Enlarged view of two crystals.  (c) The selected area diffraction aperture allows us to obtain 
diffraction from a single crystal.  Alternatively, nanobeam can be used to limit the area contributing to the diffraction pattern.  
(d) Selected area diffraction of a Cy1A crystal.  
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Chapter 2. Electron microscopy and diffraction of engineered nanoparticles 

Colloidal nanoparticles have many potential applications in energy, photonics, microelectronics, and 
medicine.  Information on the internal structure (core/shell vs composition gradient), the size and the 
dispersion of these quantum dots are crucial for optimizing their synthesis to yield optimal quantum 
fluorescence and functionalization for their various applications.  X-ray techniques have been used 
commonly to study these nanoparticles.  Nevertheless, these techniques are global techniques, which 
give information on the average of the sample and cannot access information of individual particles.  
Transmission electron microscopy is complementary to X-ray diffraction. 

Because of their small size (~1-5 nm), carbon support films contribute significantly to the background 
noise when imaging these nanoparticles.  In collaboration with Dr. Peter Reiss at the CEA, I will 
develop techniques to image these novel nanoparticles.  Dr. Reiss specializes in quantum dots without 
toxic heavy metals such as Cd.  These low toxicity quantum dots are based on InP and CuInS2.119,120  
Figure 34a shows a graphene oxide film deposited on a Quantifoil grid.  The crystalline lattice can be 
resolved in quantum dots deposited on the graphene oxide layer (Figure 34b).  

 

 
 

Figure 34.  Imaging colloidal quantum dots.  (a) A graphene oxide (GO) film deposited on a R1.2/1.3 Quantifoil can be seen 
on the bottom half of the image.  The Quantifoil consists of a carbon (C) film with regular holes (vac for vacuum) of diameter 
1.2 µm separated by 1.3 µm.  (b) Quantum dots found in GO region.  As GO is much more transparent to the electron beam 
than C, background noise is significantly reduced for quantum dots deposited on GO films suspended in the holes.  Red arrows 
point to some quantum dots in which the crystalline lattice has be resolved. 

Besides noise from the support film, beam-induced motion of the particles is also an important factor 
that limits the resolution of the particles.  Even though counting electron detectors allow very rapid 
recording of movies, for which movie frames can be realigned to correct drift, only collective drift (drift 
of sample holder or grid) can be easily corrected.  Direction and magnitude of beam-induced particle 
motion depends on the particle size, its adhesion to the support film, and its immediate environment.  
Such local motion is not taken into consideration in conventional drift correction.  In the future, different 
imaging conditions will be applied to try to reduce the particle movement.  Data analysis technique may 
also be developed to deal with individual particle motion. 

Electron diffraction on these nanoparticles will also be developed.  Electron powder diffraction patterns 
can be compared to the X-ray powder diffraction patterns.  Importantly, electron diffraction will allow 
us to focus on smaller sample area and detect coexisting structures, which often happen during synthesis 
of nanoparticles.  Existing X-ray powder diffraction programs will be adapted to analyze electron 
powder diffraction patterns.   
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Publication: 
-- Wegner, K.D., Pouget, S., Ling, W.L., Carrière, M., and Reiss, P.  
“Gallium -- a versatile element for tuning the photoluminescence properties of InP quantum dots.” 
Chemical Communications (2019) DOI: 10.1039/c8cc09740b 
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Chapter 3. Structural studies of C1q  

Continuing the collaboration with IRPAS group at the IBS, we will study the C1/IgM complex as an 
effort to solve the structure of C1.  As discussed in Section 1, Chapter 3, C1q is the recognition unit of 
the C1 complex, the first complement protein that activates complement through the classical pathway.  
The C1 complex comprises C1q and a tetrameric proenzyme C1r2s2.  When C1q binds to an activator, 
mechanical changes cause the self-activation of C1r, which then activates C1s.  Nonetheless, the 
structure of C1 and the mechanism of C1 activation is still not resolved due to the flexibility of the 
components.   

In acquired immunity, the complement is activated when C1q recognizes bound antibodies.  Various 
recombinant IgMs will be produced in IRPAS to bind C1 in an effort to rigidify the flexible molecule.  
For instance, Figure 35 shows an image of recombinant IgM617 preserved in its native hydrated state. 
Single particle analysis will be employed to solve the structure of the IgM-C1 complex when a stable 
complex is obtained.  Cryo-electron tomography may also be performed to get a lower resolution model.  

 
 
Figure 35.  Cryo-electron micrograph of IgM 617.  Sample 
has been applied to a Au Ultrafoil grid and vitrified with 
the vitrobot.  The IgM molecules are well separated and 
different views of the molecules can be found.  For 
example, the orange circle and the green circle highlight 
two different views of the molecules. 

 
Publications: 

-- Arlaud, G.J., Gaboriaud, C., Ling, W.L., Thielens, N. 
“Structure of the C1 complex of complement” 
Proceedings of the National Academy of Sciences 114, E5766-5767 (2017) 
-- Gaboriaud, C., Ling, W.L., Thielens, N., Bally, I., Rossi, V. 
“Deciphering the fine details of C1 assembly and activaton mechanisms: “mission impossible”?” 
Frontiers in immunology 5, 565-569 (2014) 
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