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Abstract

In a recent literature, the structural properties of knowledge networks have been
pointed out as a critical factor for cluster structural changes and long run
dynamics. Mixing evolutionary economic geography and network-based approach
of clusters, this contribution aims at capturing and discussing the particular
influence of hierarchy (degree distribution) and assortativity (degree correlation)
in the innovative capabilities of clusters along the industry life cycle. We test our
propositions in the field of the mobile phone industry in Europe from 1988 to 2008.
We use EPO PATSTAT and OECD REGPAT to capture cluster trends, and R&D
relations from European Framework Programs to capture knowledge networks
and their evolving structural properties. Our findings provide new insights to
understand the organization of clusters over time in order to perform along the
industry life cycle
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1 Introduction

The literature has underlined the importance ofvoeks for cluster performance, either to
boost innovative capacities of clustered firmsmemhance firms formation and growth (Jaffe
et al., 1993; Audretsch and Feldman, 1996b; Pouder ahd, 11996; Buenstorf and Klepper,
2009). Porter (1998) already pointed to interacteond networks as one of the basic
components of clusters, together with the co-locatnd the industrial dimensions. The
current context featured by complex knowledge aapidr change has exacerbated the
importance of networks. Innovation and knowledgeation are interactive processes
(Nooteboom, 2000; Antonelli, 2005; Sorensral., 2006). Consequently, cluster innovative
performance is strongly dependent on the capazityst interacting organizations possessing
and combining different and complementary competerand pieces of knowledge. In the
policy sphere, these ideas have sustained the agmigulof cluster policies to boost
collaboration (Martin and Sunley, 2003). In the deraia sphere, they have been strengthen
by the current "relational turn” in economic geqdma (Bathelt and Glicker, 2003; Boggs
and Rantisi, 2003), as well as the increasing abgily of relational data and powerful
analytic tools.

The convergence of these trends has produced aartemp bulk of studies trying to go
beyond the treatment of networks as a metaphoredRelses form economy, sociology,
management science and geography have tried totbpdilack box of networks by studying
their formation, properties and evolution. This wdnas structured around two interdependent
guestions. On the one hand, the decision of tmdbion/disruption and the parameters behind
partners selection (Jackson and Wolinsky, 1996;j#h2000; Rivereet al., 2010; Balland,
2012). On the other hand, the features of the ioslat structure emerging from the
aggregation of individual relational decisions (§atti and Everett, 1999; Uzzi and Spiro,
2005; Vicentest al., 2011).

Network functioning is heterogeneous across/alomgustries and space. Literature on
technological systems has shown that network tiendtion and network structuring may
differ across technologies or industries (Broeketl &raf, 2012), as well as along the
technological or industrial cycle (Ballanet al., 2013b; ter Wal and Boschma, 2011).
Similarly, network functioning may be not indepentef the geographical context. In that
sense several papers have tried to identify batictsiral properties of networks in cities,
clusters and regions favoring or hampering themowative performance (Fleming al.,
2007; Breschi and Lenzi, 2012), and the featuresbeavior of actors in key positions in the
structure (Giuliani and Bell, 2005; Morrison, 2008he recent literature on cluster life cycles
and regional resilience try to ally both of themstady how dissimilar network structures in
particular locations perform differently by thempacity to associate or dissociate in the right
moment of the technology life cycle (Suire and Vieg 2009; Crespet al., 2013).

The present chapter joins this literature. Our &ito test the influence of two new structural
properties of networks in cluster innovative parfance: network hierarchy and network
assortativity (Crespet al., 2013). They complete small world (Watts and &itn, 1998) and
core/periphery (Borgatti and Everett, 1999) struatumeasures at two levels. On the one
hand, hierarchy introduces a structural measurethef existence (or not) of leading
organizations able to coordinate systemic procesdesinovation. On the other hand,
assortativity introduces a measure of the struttypanness, i.e. the connectivity between the
core and the periphery that enhances the circulatikknowledge between both, favoring the
arrival of new ideas. We test the influence of éheso properties on the European mobile
phone sector, which is characterized by standaidizamodularity and rapidly shrinking



product life cycles. Our results show that clusterovative performance needs hierarchical
and disassortative networks. This seems partigulamportant for industries where
standardization processes and aggregation of comepliary services are important, as it is
the case in the mobile phone sector. Moreoverinipertant shock suffered by mobile phone
sector in 2000 lets show that the influence of driginy and assortativity varies between
growth and maturity industrial stages.

In the remainder of the chapter we proceed as follBection 2 develops the theoretical
concepts we aim to test. It examines hierarchyassbrtativity arguing why they matter for
cluster innovative performance and elaborates theesponding hypothesis. We discuss them
with particular insights on the mobile phone seatoEurope. Section 3 presents the context
of the analysis, the data collection process, Hrealbles construction with particular detail on
the two measures proposed for hierarchy and assdstaand the estimated method used. In
Section 4 we present the main results of the etttnaodels. Section 5 discusses the results
on the context European mobile phone technologicalain. Finally, Section 6 concludes.

2 Network properties for cluster performance
2.1 Networks and clusters

Taking a network perspective to approach clustercan define them as a set of local nodes
(organizations) in a particular field, and the teefined on them. Organizations in clusters
have heterogeneous institutional forms, relatiar@gdacities and cognitive bases. They may
construct relations of different nature (productisemmercial, cognitive or social) that work,
primarily or subsidiary, as channels for voluntaryinvoluntary knowledge flows. The union
of organizational and relational sets results imetwork through which knowledge and
information circulate more or less efficiently dedeng on its structural features.

The current context is featured by increased coimpetbased on differentiation and rapid
change. The continuous development of new prodwste an increasing number of
complementary services and utilities drive the cetitipn for the market (Moore, 1991).
Organizations need to collaborate with others ideorto get complementary pieces of
knowledge and create differentiated products fastugh to be competitive. Consequently,
the knowledge creation process becomes complex camdposite (Nooteboom, 2000;
Antonelli, 2005).

Atmoshere (Marshall, 1890)noise (Grabher, 2002) dbuzz (Storper and Venables, 2004) are
some of the concepts developed to underline theritapee of co-location to gain access to
valuable information and knowledge, voluntary oraluntary circulating locally. Thick local
relational sets become the scaffolding for fastudibn of knowledge that boosts innovative
performance of clusters. Local organizations mayp dduild up relations with organizations
located elsewhere. Such distant relations, or wies] fill two functions. On the one hand,
they give access to no-redundant ideas circulaisgwhere, and so as source of novelty, they
may increase the innovative performance of thetet&)zzi, 1997). On the other hand, they
are fundamental to embed the local cluster in gelanetwork that configures the global
technological domain (Owen-Smith and Powell, 200%fihe performance of the local
environment and the global technological domain rargually reinforcing (Bathelt et al.,
2004).

However, networks are in permanent change. Theepsoaf network configuration is done by
a successive and cumulative decisional procesanixa@tions chose their location (entry/exit



decision). These are strategic decisions takematraent of time with a vocation to last give
rise to the local set of nodes. Moreover, orgaionat chose their partners. Partnership
construction is also strategic but much more flugb, organizations are continuously
creating, maintaining or disrupting relations dffetient nature with other organizations. This
self-organized process of organizations entry/entl of relations formation/disruption

produces a large diversity of structures not néufiva cluster innovative performance

(Markusen, 1996; Cattani and Ferriani, 2008).

The link between innovation performance and therogieneity of network structures has
produced several attempts to identify which netwsirkictural properties favor or hamper
regional innovation performance. The most popuféores concern small world networks
(Kogut and Walker, 2001; Uzzi and Spiro, 2005; Riegret al., 2007; Schilling and Phelps,
2007). They simultaneously exhibit high clusteramgd low average path length (Watts and
Strogatz, 1998). The combination of these two pgee is said to boost innovation.
Clustering influences innovation because closuraeifvorks generates trust (Granovetter,
1985; Coleman, 1988), and trust promotes collabmrand facilitates risk sharing, resource
pooling and information diffusion. Low path lengbloosts innovation because it increases
network connectivity, and so it makes easier kndgge circulation and transmission.
Core/Periphery networks have also received imporédtention. They exhibit a group of
organizations densely connected: the core; and af sgganizations loosely connected to it:
the periphery (Borgatti and Everett, 1999). In ttese, most of the studies have focused on
differential performance between core and perigherganizations, rather than in the
influence of core/periphery structures in aggregaggormance (regional or cluster). They
argue that organizations in the core have a batteess to knowledge flows (Giuliani and
Bell, 2005) and higher survival rates (Mitchell adohgh, 1996). Such structures tend to be
stable on time (Orseniget al., 1998) due to preferential attachment mechanigasabasi
and Albert, 1999), and the influence of prior netkvstructure in new ties formation (Gulati
and Gargiulo, 1999). Thirdly, some authors havedhiiced the geographical dimension more
explicitly to study the influence of network opesseon performance, i.e. how the local
structure of relations is embedded in a global exntThey conclude that distant relations
have a positive influence in regional innovativefpenance, because they bring new ideas
into the region to avoid redundancy and lock-intfig# et al., 2004; Breschi and Lenzi,
2012). In these structures the local organizatibngding distant relations, knowledge
gatekeepers, have a prominent role for both clyseiormance and vulnerability (Morrison,
2008; Hervéas-Oliver and Albors, 2012). Recentlyespoet al. (2013) have argued that
hierarchy and assortativity of local networks nratte cluster performance. These structural
properties account for the existence of a corgdpery structure, and for the features of the
connexions between both. We develop both of thetharfollowing sections.

2.2 Hierarchy

Organizations in clusters are heterogeneous ataelewels. From a relational perspective
there are three features of the organization thiaience his engagement in collaboration.
Firstly, organizations have different absorptivepazty. The higher the capacity of an
organization to identify, assimilate and exploitwneexternal knowledge (Cohen and
Levinthal, 1990), the higher his incentives to abtirate. Secondly organizations may have
different models of knowledge valuation or manageniPasgupta and David, 1994; Owen-
Smith and Powell, 2004). The more an organizatiamoriizes accessibility over
appropriation, the more open to collaboration il vide. This choice depends on the
institutional nature and the strategic positionofgthe organization. Finally, organizations
differ on their size. Since relations constructemmd maintenance is expensive in time and



resources, we can expect that larger organizatwitis more resources, will be more active in
collaboration than small ones.

Network hierarchy refers to the heterogeneousioslat capabilities of organizations in the
cluster, reflecting an unequal distribution of powe the cluster. Organizations with many
relations, the core, may co-exist with others Ibpsennected, the periphery. The first, on the
top of the hierarchy, have a prominent positiode@ad the systemic technological process.
The second, in the lower levels of the hierarchingthe different complementary modules
to integrate.

We can consider clusters as successful when thexageato impose standards or dominant
designs in a given moment of time. Consequentlyerwproducts are complex, the need to
construct linking mechanisms among the different ponents increases (Tushman and
Murmann, 1997). Hierarchical networks become edfitistructures to set up compatibility

and interoperability among the different componentsrder to reduce system dysfunctions
and enhance diffusion. So, clusters are the locusiriposing integrated technological

systems, and hierarchical structures a necessadjtmm.

H1: Network hierarchy displays a positive effect on cluster innovative performance

2.3 Assortativity

Innovation is the result of a re-combination praceshere blocks of existing knowledge are
melded for new knowledge creation. So, althouglnahely matters to organize the collective
process, innovative performance will also dependhenstructural degree of openness. It is
not only a matter of having some leading core fiomsgistitutions to organize the process, but
also about how these different hierarchical lewats interconnected. We refer to it as the
assortativity property of networks. It reflects tlemdency of nodes in a network to connect
with other nodes that have similar or dissimilagree. A network is assortative when highly
connected nodes tend to interact with highly cotete@odes, and poorly connected nodes
with poorly connected nodes. At the opposite, avost is disassortative when highly
connected nodes tend to interact with poorly cotatenodes, and conversely.

Network structural properties emerge with the nekwarolution manifested by nodes entry
(or exit) and by their decisions in the formatiandisruption of relations. Partners selection
decision considers, among other factors, the egstietwork structure as well as the
particular structural position of certain noded tmake them more or less attractive (Ahetja

al., 2009; Baumet al., 2012}. When closure behavior dominates bridging behaiior

partners’ selection, assortative networks emerggaizations create new relations with
organizations already collaborating with their opwartners. Their motivations for such
behaviors are enhanced trust, lower monitoring s;oand lower risk of opportunistic

behaviors. Contrary, when bridging behavior donesatlosure behavior disassortative
networks emerge. Organizations adopt a disruptalational strategy and build up new
partnerships with isolated organizations or discotetegroups of organizations. In doing so
they look for new and no redundant knowledge thageaces higher innovative potential.

Assortative networks are closed. There are grofigsganizations that collaborate, but these

! In the establishment of new relations and thectiele of partners individual and dyadic featuresoainatter. The firsts,
explained above, refers mostly to size, absorpaeacities and knowledge management strategy. dd¢end refers to the
similarities or differences between both potentiattners. The proximity approach gives a powenfaiework to integrate
five different dimensions (Boschma, 2005).



groups are not properly connected. Consequenttyetls a redundancy of knowledge flows
within the network that may produce negative lackand reduce the cluster innovative
performance. Due to an excess of conformism inréfetional pattern, the new explorative
ideas that are often produced in the periphery &y S8MEs do not reach the exploitation
phase in the core of the cluster. The core angéhi@hery of the network are not sufficiently
connected, i.e. there are important missing lirkisveen the leading organizations in the core
and the burgeoning periphery. Contrary, with disesasive networks, the organizations in the
top of the hierarchy multiply their relations withe periphery. Leading organizations have
access to many more sources of new knowledge. GQoesdy, innovation and the
exploitation of this innovation are enhanced. Widibassortative networks, the lock-in in a
technological trajectory does not imply a clustakkin.

H2: Network assortativity has a negative impact on cluster innovative performance.

2.4 Hierarchy and assortativity along industrial cycles

Industries suffer deep transformations as time dgogs Along the industry life cycle,
demographic and innovation patterns as well as eaimpetition regime change (Anderson
and Tushman, 1990; Utterback and Suarez, 1993;pled997). In early stages, industrial
output and new firms entries grow at high ratesth&tsame time, the number of exits is low,
so the number of firms in the industry grows. Fritve technology perspective, the industry is
still in the ferment era, a dominant design or dgad has not emerged yet. Therefore, firms
offer many different versions of the product ane ttompetition regime is driven by
innovation. There is a competition "for the markatid not a competition "in the market".
With time, although market keeps growing entry ofvrigms slows down and existing firms
start to exit. Consequently, the industrial orgatian changes. It ossifies around a reduced
number of firms, and the emergence of a dominassigdeor standard. The nature of
competition shifts towards price considerations dhd aggregation of complementary
services and utilities. As a result, process intiona efforts to cut costs gain importance to
the detriment of product innovations.

To the extent that industrial organization and twoempetitive regime change along the
industrial life cycle, we can expect a modificatiai the influence of hierarchy and
assortativity on cluster performance across intlsstages. ter Wal and Boschma (2011)
discuss the relation between network configuratiemslution and the industry life cycle.
They argue that, at the emergence stage, netwaoekguate unstable and not hierarchical
given the sharp uncertainty about technological kbgweents. In the growth stage, the
network evolves toward a stable core-periphery cttine due to the prominence of
preferential attachment mechanism (Orserggal., 1998), a hierarchical structure emerges.
When the industry reaches maturity networks initftistry get locked-in due to the fixed
patterns of interaction and the higher probabitityperipheral nodes to exit. This trajectory
may have two possible issues. On the one handntiteeluction of a new radical technology
may start a new industrial and network cycle. The ngcle can be structure-reinforcing or
structure-loosening depending on the fact thatotiganization introducing the breakthrough
was in the core or in the periphery (Madhaehal., 1998). On the other hand, if no radical
new technologies are introduced, the industry declfirms exit continues and the network
disappears. The evolution towards one or the dtfagectory depends on the assortative or
disassortative nature of the network.

H3: Hierarchy and assortativity have different influence of cluster innovative performance
when the industry isin a growing stage or in a maturity stage.



3 Data and methods
3.1 Research setting

We situate our study in the context of Europeanilagihone technological domain. During
the last 30 years mobile phones have completelypgdth from pure voice-communication
devices to multi-functional handsets. Nowadays,rgghanes integrate voice-communication
with digital camera, music player, payment syste@BS, gaming or numerous Internet
services. This process, based on technological cgenee and modularity, has transformed
mobile phone into a transversal technology withyvélexible frontiers in continuous

expansion, i.e. mobile phones are complex systeatsrializing the new mobility paradigm.

A succession of mobile phone generations has acaoieg such product transformation.
From the 1G to the current 3G, or incipient 4G, il@ophone communications have increased
their capacity, both in higher transmission speed ia richer content of the message. Each
generation is based on a different communicatiandsrd. The analogue 1G was superseded
by the digital 2G. The GSM standard, impulzed by Buropean Commission, overcame the
limits of the analogue systems in terms of efficieim the radio-spectrum allocation and in
terms of interoperability. GSM was a success. Ftoe mid-90s mobile phone markets
experienced tremendous growth, and they achievedtgaion rates around 100% in most
European countries in early-2000s. At this stagepetitive pressure increases and traditional
strategies of product customization and cost rediidiecome important. They go with new
product developments consisting in the aggregatiofunctionalities and services, i.e. new
product innovations. This growth and the prolifemat of new services encouraged the
development of a new standard, the 3G (UMTYS).

In the late 90s, a combination of low interest saéad high growth rates in ICT related
sectors generated optimistic expectations on coynpature profits. They rooted a stock
market bubble anticipating further rises. This e leads mobile phone operators in
Europe to spent large amounts in 3G licenses auctenmd mergers. However, they
underestimated the cost of network development, difieculty and cost of developing
futuristic product and services design and thedliffies to develop new business models for
voice and data in 3G, compared to mainly voice in @&nnewijk and Hultén, 2007).
Contrary, they overestimated the users’ demandsof&vices (Ansari and Garud, 2009). The
financial bubble crash of March 2000 reveals thdiffeculties and was source of numerous
companies’ bankruptcies and massive restructuratiotne mobile phone sector. This re-
organization made emerge two different strategieshfe transition from 2G to 3G: migration
by big leap forward, or migration by small stepsugh EDGE or GPRS standards, also called
2.5G.

Nowadays, the main players of the mobile phone t@dgcal domain continue to be
network operators and manufacturers or Originalifggent Manufacturers (OEMs). The
core business of network operators is to attragingaconsumers to the use of services on
their telecom networks that convey voice and datg. (Vodafone, Telefonica, T-Mobile ...).
OEMs refer to organizations that manufacture arahdrhandsets (e.g. Nokia, Eriksson ...).
However, the competitive pressure, the integrabbmew functions and the rapid product
change has pushed the OEMs to interact and outsdarthird parties certain number of
activities: suppliers of components, assemblers etgctronic components, prototype
developers, universities... This has contributecbpen the mobile phone sphere to actors
originally from different domains, either as provisi@f new piece of knowledge to integrate



in the system (e.g. Microsoft) or to become an QM. Apple, Google).

The mobile phone technological domain in Europansgnteresting context for the study of
the influence of network hierarchy and network asdivity for two main reasons. Firstly, it
is a sector characterized by the integration of lementary modules constituting complex
system, rapidly shrinking product life cycles, asttong standardization processes. So,
organizations are pushed to interact with othersoider to get new knowledge and
competences in sufficiently short time to remain petitive, i.e. knowledge networks are
central for the technological domain evolution, @hgsters are well known locus to enhance
such knowledge flows. Secondly, European orgamnatiand public authorities have been
crucial for the mobile phone development. On the tand, they established the GSM
standard that enhances the diffusion of mobile peo®n the other hand, four out of five
players that dominated the GSM market were Eurog®&kia, Ericsson, Siemens and
Alcatel). This indicates the importance of Europeagions in this technological domain.
Thus, we can expect to find several regions witrelatively important concentration of
interacting organizations on mobile phone relaigo/ities.

3.2 Data
Data sources and extraction

To test our hypotheses we exploit data of differeattire from two different sources. Data on
organizational networks are constructed through Rgidject collaborations based on

European public funded projects by Framework Progré~P1-FP7) from the Syres EUPRO
database. FP are created by the European Union t&ES)pport and encourage research.
Although the strategic objectives and thematic nitres may vary between funding periods,

they follow a simple schema in which potential fggoants meet other organizations (firms or
institutions) to elaborate and submit a proposghto Commission. Funded projects may be
quite heterogeneous in their field, duration anchber of partners, but to the extent they try
to foster trans-national cooperation they alwaysolve organizations from several EU

countries.

Syres EUPRO contains information on all projectadked on FP1-FP7 as well as the
organizations involved on them from 1984 to 201¢reS EUPRO is based on raw CORDIS
data, but it has been improved at several poiptdentification of unique organization name,
i) identification of unique organization typié) creation of economic meaningful sub-entities
iv) identification of genealogy of participants, amdregionalization (NUTS1 and NUTS2
level) (Barberet al., 2008). For each project, it lists the title anbirief description, start and
end dates, broad subject categories and the oegemmg involved. For each organization
participating in a project, it lists the name of trganization with unique identifier at sub-
entity level, organizational type, non-standardizttiress and standardized location at
NUTS1 and NUTS2 level.

As for previous contributions (Autant-Bernaetl al., 2007; Scherngell and Barber, 2011;
Balland et al., 2013c), several reasons legitimize the choicepoblic funded R&D
collaborations. Firstly, steps towards standardstroation with greater signal capacity and
security, and the integration of new services tesiutollective projects. Secondly, based on
strategic consideration European governments tadabost the mobile phone industry from
the very beginning, with particular concerns irasEuropean compatibility and roaming. EU
funds to finance these projects were fundamenta. donsequence was the development of
the GSM common standards, and the early growtrhefBuropean mobile phone sector.



Finally, many governments have had a prominentirotbe sector through the actions of the
monopolistic position of former national operatarsl the national regulatory agencies.

To measure cluster innovative performance, we uskenp applications counts to the
European Patent Office (EPO) regionalized by theemtors address. Although patents are
just a partial measure of the innovative perforneaoicregions, they have been largely used to
this end (Fleminget al., 2007; Lobo and Strumsky, 2008; Breschi and Le?@i,2), because
they contain abundant information, they are of tredaeasy access, and they are quite
homogeneous across regions. We select patenteddatthe mobile phone technological
domain using PATSTAT database elaborated by the.BR©regionalize these patents by
invento;?z address using REGPAT database elabdogtdte OECD and based on PATSTAT
databa

Mobile phone has become a transversal technologyin@lude the different mobile phone
dimensions we have used a keywords approach. Wetsabbile phone projects and patents
from Syres EUPRO and PATSTAT databases by lookorgckrtain key-words in their
abstracts. We define "mobile”, "phone" and "teleommication” as basic recursive
keywords, and we use boolean operators to comber with specific words associated to
four layers that define the mobile phone industrynfrastructure layerj) security layerjii)
service/software layery) terminal layer. The selection of these keywordsased on expert
advice.

Our final data on projects and patents span fro@81® 2008. The keyword methodology
produced a sample of 978 projects and 4124 paatitgpfrom the collaborative R&D base.
Projects are assigned to a year on the base ofdfaeting date. For the patents database we
get a sample of 8692 patent applicatfons

Network definition

We construct networks for each year of the perig8812008. Collaborative R&D networks
are built from affiliation matrix based on projectfiliation matrix contains organization-
by-project information:a;=1 if the ith organization is involved in thgh project and 0
otherwise. From the affiliation matrix we get angamization-by-organization unimodal
matrix: if b>1 ith andjth organizations have at least one project in comnid®=0 they do
not collaborate.

Projects are annually assigned by their startirtg.dgdince the average duration of projects is
30.6 months, we used 3-years moving windows to toactscollaborative R&D networks.
Due to the objectives of European cooperation, FBjepts are conditioned to the
involvement of partners from different countrieseWeal with this bias by assuming that
when two organizations of the same region are @@ramon project they know each other,
and so they have an effective collaboration. Cowntréor organizations of two different
regions we assume that collaboration exists onlgrwthey are in at least two common
projects in the same year-window, otherwise thererily a policy bias and the effective
collaboration does not exist (Autant-Bernat@l., 2007). Consequently, two organizations in
the same region have a relation at year t, if twdhaborate in at least one project in ygdr-

1 ort — 2. Two organizations in different regions hawvelation at yeat, if they collaborate
in at least two projects in yeart — 1 ort — 2.

2 April 2012 version
3 patents applications are selected considering DOg@nt families to avoid double counts.



Geographical scale

The geographical boundaries of clusters are veastiel and systematic data at cluster level
are rare. So, although we acknowledge that clugieogyraphical borders usually do not
match with administrative divisions, we are consgd by data availability. Then,
organizational networks and patent counts are mafjimed at NUTS2 level. This is the
smallest aggregation level to locate organizatiorSyres EUPRO database.

The calculation of network properties requires roeks with a minimum size. Networks with

too small number of nodes do not have a minimékcatimass to properly calculate structural
properties. To avoid this problem we decide to wonky with the 19 NUTS2 regions that

have more than 50 participations along the wholeodg1988-2008). So, we obtain a panel
with 19 regions and 21 years.

3.3 Dependent variable

We measure regional innovative performance of elgsby the number of regional patent
applications per year. Patent applications are @hnassigned based on their "priority date",
which is considered as the closest date to thenirose act. Regional assignation is done by
inventors address. In case of patents applicatotisseveral inventors in different locations
a complete assignment is done, i.e. patent apicat is assigned to region when an
inventor of the paternX is located in region. As a result we have a discrete variable taking O
and positive integer values.

3.4 Independent variables
Measuring network hierarchy

Crespoet al. (2013) measure the level of network hierarchytles slope of the degree
distribution, i.e. the relation between nodes degned their rank position. We sort nodes by
degrees from the largest to the smallest, andfsamghem in log-log scafe

ey, = C(kL)E

loglky) = log(C) + alog(ky)

Wherek. denotes the degreéeof nodeh, k, denotes the rank of node h in the distribution,

is a constant andis the slope of relation. By constructi@wvill take O or negative values. In
order to simplify interpretation, we transform it absolute terms. & has a high value, in
absolute terms, the network will display a higheleof hierarchy. There will be some nodes
with many relations in a prominent network positeamd others with few relations. Contrary,
low a values, in absolute terms, correspond to a netvsbmiicture with flat hierarchy.
Consequently, all nodes have more or less the saméer of relations, relational capabilities
are quite homogeneous and there is no leading zajan.

In hypothesis 1, we argue that hierarchy has atipesimpact on cluster innovative
performance. However, this effect might reach @&ghold beyond which higher hierarchy
damages innovative performance. To test for nogalireffects we introduce the squared term

4 To avoid non existing logs for isolate actors wasider that all actors have at least one relatitin themselves



of the network hierarchy measure.
Measuring network assortativity

To measure the level of assortativity or disassigita of networks we use degree correlation
as defined by Crespa al. (2013): it is the slope of the relation betweenes) degree and
the mean degree of their local neighborhood. Foln @adeh we calculate the mean degree of
his neighborhood/}. A nodei is in the neighborhood of nodlewhen both of them are in the
same region, and they have, at least, one collaberaroject together, i.e. they have a
relation. Ifk; is the degree of nodethe mean degree of notle€an be calculated as follows:

Then we estimate the relationship between nodegregeand the mean degree of their
neighborhood:

.:L-I!-: = .D =+ EJ.:L-I!-:

WhereD is a constant ankl is the degree correlation. By constructlois enclosed between
one and minus one. IIb is positive and get closer to one, then the ndtwsr highly
assortative, meaning that highly connected noded te interact with highly connected
nodes, and poorly connected nodes with poorly cctedenodes. At the opposite, bf is
negative and get closer to minus one, the netwsrkisassortative, meaning that highly
connected nodes tend to interact with poorly cotatenodes, and conversely.

Interactive variables

We check for interplay between assortativity anetdnichy with interactive variables. To do
so, we create dummy variables to split observationsvo categoriest) observations with
high hierarchy, in this case the variable takesviilee 1 if degree distribution is above the
median, O otherwise; and observations with low hierarchy, in this case tlagiable takes
the value 1 if hierarchy is below the median, O otlee. We create interactive variable by
multiplying these two dummies with degree correlatiWith this method we test if degree
correlation has a different impact when associaedetworks with high or low hierarchy
levels. To test hypothesis 3 we use interactivéabées too. We create two dummy variables
to split observations in two sub-periods, prior afr 2008. We multiply them by degree
correlation and degree distribution to identifyfeliential effects of hierarchy and assortativity
in the first and second period, i.e. prior andratte bubble crash.

3.5 Controls

To rule out potential bias and possible competiyygpthesis we introduce control variables at
network and regional level. Small world networksynemhance regional innovation by their
combination of local dense interaction and shorraye path length. While the first enables
trust formation and collaboration, the second favoonnectivity and the arrival of new
knowledge. We introducelustering coefficient (CC) computed astlie average fraction of
pairs of neighbors of a node which are also neighbors of each other” (Newman, 2000) to
control for the local cliquishness effect.

5 The dummy for the first period takes the valu®tylears 1988-2000, and O otherwise. The variaii¢hle second period
takes the value 1 for year 2001-2008, and 0O ottsexwi



To control for the short path length and the existeof non-redundant relations, we elaborate
two measures based on their different geograplsicape.Internal reach (IR) focuses on
within-region relations. It is calculated as themage of the weighted distances of each local
nodej with all other local nodek. It takes the value O if all local nodes are issdaand it
takes the value 1 when every local node is condestth a path of distance one to all other
local nodes (Breschi and Lenzi, 2012):

-

!
1

oy L
Lo

IRyyrgs, =——,

o

wheren, denotes the number of inventors located in regjoandd; the geodesic distance
between organizationsandi, belonging to the local network of region

Contrary,external reach (ER) focuses on between-region relations, i.eréfational distance
between local nodes and non-local nodes: the pg®liWe compute it as the average of the
weighted distance of each local nqdeith all other non-local nodds Similarly, it takes the
value O if non local actor has an external tie,a.eelation with an actor in another region. It
takes the value of 1 if all actors in a region @vanected by a path of length one to all actors
in all other regions (Breschi and Lenzi, 2012):

wheren; denotes the number of inventors located in regi@ndn, the number of inventors
located in all other regions. Similarig, denotes the distance between inventarsdh.

We include two more controls about the cohesiorthef local inter-organization network.
Network size and network density account for thenber of nodes and the number of ties.
Network size is simply the number of organizatiansthe region Iin number of org®).
Network density is calculated as the actual over the potential rermndf ties among local
organizations. It takes the value 0 when all logades are isolates, and it takes the value 1
when all local nodes form a clique.

In addition to network features we control also iflegional features that may influence their
patenting capacity. We include variables for thgiaeal availability of resources and size.
Firstly, R&D expenditures are a fundamental indicdor the regional resources mobilized
for innovative activities. However, systematic datdNUTS2 level were not available for the
period of analysis. However, given the fact thaalon patterns of R&D collaborations tend
to be stable over time (At al., 2002), the use of fixed effects models shoulkbant for
much of the variation (Fleming et al., 2007; Lobw &trumsky, 2008). We support it with
three key variables added to our model. Firstly,use the number of inventors in regioat
yeart (Ln inventors). It accounts for the number of people activelgaged in inventive
activities. Furthermore, we use regional populatiorthousands of inhabitants at yeato
control for regional sizeLf population). Finally, to control for urbanization economieg
use population density calculated as populationr oegional land extension in square
kilometres [n population density).

Our model considers regional knowledge bases tdon@amental regional feature that may
affect patenting activity of regions in the mobpéone sector. To this end, we compute
controls for knowledge diversity and for knowledgpecialization. Firstly, we computed

5 All independent count variables are introducetbigarithmic terms. 0 count cases have been chabged01 in order to
avoid non-existence of In(0), In(0.01)=-4.61.



Herfindahl-Hirschman Index using the shares onreldgical domains in each regioHHl
technology). The EPO examiners assign patents to technolodiells following the
International Patents Classification (IPC). We psgent classes from patents assigned to
regioni at yeart to calculateHHI technology variable. It varies between 0 and 1, and
measures the extent to which a region is speceliza narrow set of technologies (high HHI
technology), or it has a diversified knowledge Isalew HHI technology). Secondly, we
computed a mobile phorspecialization index based on the number of inventors. For each
regioni at yeart we calculate the number of regional inventorshi@ inobile phone sector
over the total number of inventors in the regione \WWompare it with the same ratio
aggregated for all regions. If the resulting indexsuperior (inferior) to 1 the region is (not)
specialized in mobile phone technological domairhile/ HHI technology variable may
indicate diversification or specialization in angchnological field, specialization index
variable focus only on mobile phone sector.

3.6 Estimation framework

To measure the innovative capacity of regions westtoot the variable regional patent
applications on mobile phone technological domainualized by priority date. We model it

for a period of 21 years going from 1988 to 2008 #or 19 NUTS2 European regions.

Regional patent applications can only take integam-negative values. Consequently, the
appropriate estimation methods are count modelsdbas Poisson distribution:

) . eTHpY
Pri¥ =v)= -

!

Wherey is the rate parameter. In the Poisson distributienmean and the variance are equal
(equidispersion). To obtain the Poisson regressiodel we specify:;with the independent
variablesx. under the standard assumption of exponential rpegametrizationy; = e*:# | i

=1, ...,N. However, the Poisson regression rarely fits scpice because, as in our data, the
variance is greater than the mean: data are operdisd. Under overdispersion the Poisson
estimates are consistent but inefficient, and wstenate standard errors leading to
spuriously highlyz-values. Negative binomial models let solve thiscamting by unobserved
cross-sectional heterogeneity with a mixture osBoin and Gamma distribution:

e 4+) Hi

PrY, =v,) = - (1 -7)" |, where; =

M(3i+1)Ia—2)

Negative binomial model is preferred because oua d@xhibit overdispersion, we reject
Poisson model gi < 0.000.

Given the panel structure of our data we modelegloral mobile phone patens with

conditional fixed-effects specification to contfol unobserved heterogeneity across redions
i.e. it considers within-region variation only. Geat®nal effects are directly estimated by
including dummy variables for each generation @xjstin the mobile phone history.

Consequently, the basic negative binomial modegstgmate has the following form:

" Either fixed-effects or random-effects provide sistent results, but the Haussman test supporissinef fixed effects.



Where the dependent variable is the number of pafgsiications on the mobile phone sector
of regioni at yeart. The independent variable§ is a vector with the network structure
variables that test our hypothesis (degree digiadhuand degree correlationy, is a vector
with the network and regional controls we uges the regional fixed effecty refers to the
mobile phone generation fixed effect anid the idiosyncratic error tefin

4 Results

Tables 1 and 2 present the descriptive statisticsthe correlation values for all variables.
The correlation values are relatively low for mos$tthe variables. Higher values concern
variables catching network structural propertidsisTs often the case given the influence of
network size over all network measures. Howevercampute the variance inflation factors
and we find that multicollinearity is not a problem

Table 1: Descriptive statistics

Variable Mean Std. Dev. Min. Max. N
Patent applications 8.76 15.94 0 112 399
External reach 3.48 3.66 0 25.17 399
Internal reach 0.98 1.31 0 9.08 399
Clustering coef. 0.41 0.39 0 1 399
Density 0.13 0.18 0 1 399
Ln number of org. 2.32 1.33 -4.61  4.72 399
Ln inventors 6.46 1.2 2.2 8.84 399
Ln population 15.09 0.57 13.77 16.27 399
Ln population density 6.24 1.42 4 9.13 399
HHI technology 0.01 0.01 0 0.12 399
Specialization Index 1.84 3.46 0 38.5 399
Degree distribution (abs) 0.5 0.27 0 1.05 399
Degree distribution? 0.07 0.08 0 0.37 399
Degree Correlation 0.72 0.27 -0.59 1 399

8 We run all the analysis with STATA 11



Table 2: Variables correlation
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Table 3 present the modeling results to test oyothesis. Model 1 is the baseline model
with all controls. Model 2 includes the explanateariables for hierarchy and assortativity,

and model 3 examines their interaction. Finallydelot checks for differential impact of the
explanatory variables in the emergence and matstdtyes of the mobile phone sector. Model

4 has the best fitting.

In model 1 the coefficient estimate laf inventorsis positive and significant since it captures

the resources potentially available on the region ifnovative activity. The unexpected



negative and significant sign a@h population probably indicates an overlapping effect with
the Ln inventors variable. The variables population density is positive and significant.
Thus, it shows that positive urbanization extetredidominate congestion effects for mobile
phone patents production. The positive and sigaificeffect of specialization index as
opposed to the non-significant effecttdH| technology underline the role of specialization
economies over the Jacobian externalities forelgenal production of mobile phone patents.
For network controls, we have thetternal reach has an unexpected negative and significant
effect. It may indicate the risk of too much outddwoking relations (Bathe#t al., 2004), in
particular with small networks. This "excess" oterral relations is linked to the nature of
the data, since FP-projects are conditioned to lacal- cooperationsinternal reach and
clustering coefficient are both negative and nagmisicant reflecting the ambiguous results of
the empirical small world literature. While Bresdmd Lenzi (2012) find support for the
small world model, results of Fleming al. (2007) are much less concluding due to
insignificancy of variables, particularly for clesing. Finally, density is positive and
significant, anchetwork size is positive and non-significant.

Our first hypothesis finds support in model 2. Omoeounting for regional characteristics
and basic network connectivity, the linear and im@dr effects of degree distribution are both
positive, although only the nonlinear is signifita8o, strong hierarchy in local networks of
organizations in a given technological domain favpatenting activity. The marginal effect
shows that an increase of 0.1 in degree distributigplies an increase of 0.97% in regional
mobile phone patent applicatidndlodel 2 also supports our second hypothesis athsut

effects of assortative networks on innovative penfnce. We find that the degree correlation
coefficient is consistently negative and significésr regional patenting activity: an increase
of degree correlation 0.1 units produces a reduaio®.076% in the regional patent counts
on the mobile phone technological domain, i.e. nas®rtative networks are less performing.

Model 3 studies potential interaction between hmtbperties. We construct two interactive
variables that split degree correlation in two gugegree correlation associated with high
degree distribution, and degree correlation asttiaith low degree distributidh In model

3 the conclusions for hierarchy hold. Similarlye thoefficients of both degree correlation
variables are still negative and significant. Sssoatative networks have a negative impact on
regional patents production either when the netwloak a strong or a weak hierarchy.
However, a Wald test indicates that both coeffitdeare significantly different; assortativity
has a bigger negative effect on innovative perforceavhen the network has low hierarthy

In model 4 we test our hypothesis 3 on the diffeatreffect of hierarchy and assortativity
along the technological domain cycle. We extend eh@dto test if degree distribution and
degree correlation change their influence on intieggerformance prior and after 2000. We
test this hypothesis with interactive variablesani#d as a product of our explanatory
variables (degree distribution and degree cormiqtand two temporal dummies, one for the
pre-crash period (1988-2000) and other for the-pragh period (2001-2008). We find partial
support for hypothesis 3. For degree distributitre linear effect is significant in both
periods, but it has a negative impact on the peigrerformance of regions in the first
period, and a positive effect in the second. Thddwst confirms that both coefficients are
significantly different. Concerning degree correlat the estimated coefficients are negative
and significant for both periods, i.e. assortagidamages innovative performance of regions
in mobile phone technological domain prior and raftee telecom crash. Thus, model 4

® Marginal effect computed at the mean value ofallables in the model.

10 A network is qualified as highly (lowly) hierardiail when its degree distribution is over (belove thedian.

1 We have also checked as percentile 66 as cut fmirtigh/low hierarchy. Both degree correlationishfes have a
negative effect on regional production of patehts, it is only significant when associated with lbwverarchy suggesting a
compensation effect between both, i.e. networkk stitong hierarchy cancels the negative effecesbdativity.



validates hypothesis 3 for hierarchy, but not &satativity.

To sum up, these results support the first two tyggs on hierarchy and assortativity: (1)

strong hierarchy and (2) disassortativity increpatenting activity of region in the mobile

phone technological domain. However, the hypothésien the shifting role of these

properties along the technological cycle finds weatlpirical support, it holds for hierarchy

but not for assortativity.

Table 3: Conditional fixed effects negative binohaipatent applications

(1988-2008)
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We tested the robustness of the results to alieenatodel specifications. We have assumed
that innovative performance of regions is continudoe have also done the analysis by
considering the annual relative performance ofaegias dependent variable. We sort the
regions by their number of patents in year t, amdcanstruct a categorical ranking variable
by assigning 2 for the top 3 regions, 1 for regionpositions 4 to 6 and 0 otherwise. Since
the order of categories was meaningful we estimatedrdered probit model. The results of
the analysis were consistent with those presentéabie 3 and discussed above.

From 1988 to 2008 there are several regions thabtiget any mobile phone patent in certain
years. So, to deal with an eventual "excessive"barof regions with 0 counts, we estimated
zero-inflated negative binomial models (ZINB)ZINB models rely on the assumption that

zero-counts and positive-counts comes from diffedatid generating processes. Thus, ZINB
are two-parts models, consisting of both binary emaht model section. In the binary section

we estimated a probit model with variables referrioghe regional features. In the count

section we include regional variables and netwakables. The results concerning degree
distribution and degree correlation are consistetit the regressions presented in table 3 too.
In particular the inclusion of degree distributiand degree correlation variables improved
significantly the overall fit of the model as compa with the baseline mod2l

5 Discussion

These findings provide interesting evidence for @iebainderstanding of the critical role of
network properties for clusters performance, and,ttemplement a growing literature on
that purpose (Owen-Smith and Powell, 2004; Boschnthter Wal, 2007; Broekel and Graf,
2012; Ballandet al., 2013c). Moreover, these findings corroboratedence on particular
industrial dynamics in which knowledge variety aodmplementarities, technological
integration and standardization influence the $tmat organization of clusters, their long run
dynamics in a context of competing regions, as waslltheir endogenous capabilities of
resilience (Crespet al. 2013; Martinet al. 2013)

First of all, model 2 supports the hypothesis adiogy to which, along the whole period of
time, stronger network hierarchy favors innovatperformance of clusters, while stronger
network assortativity damages it. On a one handyfggan clusters that have better performed
are the ones which contributed to bringing out ferdominant and leading companies, able
to coordinate a wide range of other organizatiaridihg separated but complementary pieces
of knowledge, and able to integrate them in a syst@nd complex technology. On the other
hand, beside the critical role of hierarchy, thsslelusters are assortative, the more their
output in terms of patents increases, meaningcihapeting clusters are the ones that display
a wider range of pathways between core-organizatéord loosely-connected ones, such as
new entrants or spin-offs. To put it differentlpetinnovative capabilities of clusters do not
solely depend on the co-existence of leading omgaioins with a high relational capacity and
other peripheral and loosely-connected ones. Tarltahical structure of clusters had to be
coupled with a particular structure of knowledgews in which new explorative, or even
disruptive, ideas find channels to join the experésl and well-established core of leading
organizations enabling to turn these ideas into tmadable products for exploitation.

12.36% of our observations have 0 counts.
13 The estimation of a Hurdle model reached the szonelusions.



These findings tend to confirm a large part of therature on the complex industrial
organization of the mobile phone industry. Conaggnihe positive role of hierarchy, Funk
(2009) and Funk (2011) show that the success ofilenpbhone OEMs (Original Equipment
Manufacturers) in the definition of a dominant desdepends on their ability to coordinate a
critical mass of complementary products, in oraediffuse the final product as widely as
possible. At the opposite, one can expect thahfltarchy in clusters implies a lack of global
vision of the complex device, and then some risksasf-compatibilities or dysfunctions that
weaken the ability of the clustered organizatiansdt up a dominant design. Concerning the
negative influence of assortativity, literature Is®wn that the vertical integration between
related and even unrelated features have turnednthestry into the production of multi-
functional devices (Giachetti and Marchi, 2010)tHis context, Koski and Kretchmer (2009,
2010) have found that innovations in terms of opssntowards previously unrelated
technologies have played a stronger role for théopeance of OEMs than the traditional
network and epidemic effects at play on the conswsike. Therefore, one might expect that
clusters in which leading organizations devote rthelational capabilities to connect
themselves favor technological standardization. i@, it can prevent the entry of potential
providers of unrelated assets, redundant knowldldges and then generate a high risk of
conformism.

More outstanding are the findings on network himgrand assortativity when we refine the
analysis by splitting the period into two sub-pdeqModel 4). Indeed, following previous
theoretical and empirical attempts (Menzel and Hudrri2010; Ballandet al., 2013a; Crespo
et al., 2013), our period is rather long to be able aptare differentiated effects of these
properties on the aggregate performance of clustkensg the particular life cycle of the
mobile phone industry. In particular, the Interbetbble crash which concerned the whole
industry of information technologies constitutesignificant event for the organization of the
industry and an important step between its devetopirand its maturity. If the negative role
of assortativity remains unchanged when the twaogsrare taken into consideration, at the
opposite, we can see a changing role of hierarédnygathe industry life cycle. Here again,
our findings corroborate a large part of the litera on industrial dynamics. Indeed, during
the first period, the more clusters display a Heylel of hierarchy, the less they perform in
their patenting activities. On the one side, oneldcanterpret that clusters hosting big
companies such as national incumbents (traditiomdvork operators) performed less in
terms of innovation during the initial stages ovelepment, since their main concern was
more to re-orient their customer bases towardgitsiegeneration of mobile handsets than to
participate to the wave of burgeoning innovatiamshie mobile phone industry. On the other
side, as early demonstrated in the industry lifdleppproach of Klepper (1996, 1997), small
companies and recent entrants are responsible lEmga part of product innovations, in an
entrepreneurial technological regime which is falde to innovative entries and unfavorable
to well-established big companies. Moreover, tigicd®f knowledge accessibility in which
these burgeoning companies are involved to comtnegplementary pieces of knowledge is
typical of the early phase of cluster formation ¢fetsch and Feldman, 1996a), with flat
hierarchy, and far from the process of ossificatioound a couple of leading companies that
typifies more mature clusters. The long run analg$ithe mobile phone industry by Giachetti
and Marchi (2010) confirms our findings. Accorditm them, a large part of innovations
during the early and growth phases in the 1980s1&80s arises more from a structured
process of collaboration between OEMs, componaugplers, original design manufacturers
and public research organizations, than from thdrabif the integration process by the
oligopolistic networks operators.



At the opposite, during the second period, stroreganchy favors cluster performance in
patenting activities, together with low assortdsiviTo explain such a change, the arguments
of Klepper (1996, 1997) and Audretsch and Feldn&96a) on the life cycle of the industry
and the geographical counterpart still apply, asigartially. As a matter of fact, as in many
other industries, and after a growth stage witbnsive entries, a shakeout occurs and clusters
achieve more or less their final form with a morigapolistic structure, and the continuation
of the spin-off process, that allow clusters taunestheir sustainability, rather than to decline
(Menzel and Fornahl, 2010; Crespo, 2011). Therefthre return of the positive effects of
hierarchy could be explained by this prototypicaht of industry, where performing clusters
are now the ones in which some leading organizati@ve crossed the chasm between the
early and the mass market and are able to cooedmetons and knowledge of other co-
located organizations to maintain their positiohisTexplanation might be relevant, but only
partially, since Klepper's view of the life cycld mdustries, reinforced by the observed
patterns of innovation of Abernathy and Utterbad®7@8), links the ossification of the
industrial structure along the cycle of the indystrthe changing nature of innovation, which
goes from product innovation to process innovatidowever, these patterns do not match
with the particular long run dynamics of the moljleone industry. Many authors (Funk,
2009, 2011; Koski and Kretchmer, 2009, 2010; Gitctaexd Marchi, 2010) underline the
acceleration of the rhythm of product innovationstibe well-established companies during
the period of shakeout and maturity. These produnivations were driven by the impact of
technological convergence between the mobile phdn&ernet, computer and media
industries, as well as the introduction of otherambed technologies that make handsets
“smarter”. In this context, competing clusters ire tshakeout and maturity phases of the
mobile phone industry were the ones which succeedsuxing the ossified structure with an
open network structure that favors connections lamulvledge channels between the core-
organizations of the industry and new and freslelated ideas that allow OEMSs to increase
their portfolio of new applications and uses. Swclpattern shows that the prototypical
process of ossification along the cycle of the stdudoes not go against the persistence of
product innovations if network structures exhibgudficient level of disassortative relational
behaviors. In that sense, model 4 clearly showsthigaresilience capabilities of clusters after
the telecom bubble crash is linked to the abilityttee whole structure of networks to deal
with hierarchy and disassortativity, in order toomv the “trap of rigid specialization”
(Grabher, 1993) that generally pushes clustersrasvaecline.

6 Concluding remarks

In this essay, we have tried to contribute to theming literature on clusters dynamics that
puts the structural properties of knowledge netwatkie center of the analysis. Our main
contribution to this literature shows that for ¢krs involved in the production of complex
and systemic technologies, the properties of htagaand assortativity bring new ways to
capture the reasons why some clusters performridbtie others, and through what kind of
structural mechanisms they resist to economic shaaid perform all along the cycle of
markets. Previous literature has clearly showed s$haall-world properties matter for that
purpose. Since these properties perfectly caphedrade-off between closure and bridging,
or between cohesiveness and openness of netwbrg,dive an interesting view of the
mechanisms at play in the structural organizatiooludters. Here, we show that considering
hierarchy together with assortativity allows goiingther. They represent properties that put
together some traditional basics of industrial aigation, such as the process of
oligopolization along the cycle of the industry,thvithe geographical but also relational
dimensions of these industrial structures. In paldr, our analysis shows that the increasing
hierarchy that allows industry to reach maturitgslmot necessarily lead to lock-in situations



for clusters that host part of this industry. letrelational structures typifying some of these
clusters display a sufficient level of disassoviiti to prevent rigidities and preserve
openness towards new and fresh knowledge, thusathiepaintain opportunities for product
innovation in the long run. Other studies, inclgdother industries and other methodologies,
will be necessary in the future to confirm thesaliprinary but promising results.
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