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ABSTRACT

We propose a new pipeline to classify Ground Penetrat-
ing Radar (GPR) images, based upon the use of second-orders
statistics computed over convolutional features of a ResNet-
like architecture. In particular, the architecture consists in
an end-to-end training phase with backpropagation from con-
volutional filters from layers adapted to Symmetric Positive
Definite (SPD) matrices. The developed approach is tested
and compared to a shallow network given in the GPR liter-
ature and a deep Computer Vision model like ResNet. We
show that we outperform these methods when the number of
training data is small and when some of them are mislabelled.

Index Terms— GPR, Classification of buried object, co-
variance matrices, CNN

1. INTRODUCTION

Ground Penetrating Radar (GPR) is a system that provides
an image of the ground. The transmitted wave penetrates the
ground and is reflected by buried objects. As the GPR moves
along an axis, objects are viewed from different positions, and
the resulting image of an object looks like hyperbola. The fi-
nal image, called a B-scan in the GPR community, is noisy
and the signal-to-noise ratio for objects is generally low. For
this reason, much of the work in this field is devoted to im-
proving the quality of the B-scan and are based on image pro-
cessing tools [1, 2, 3]. This enhancement step is often neces-
sary to detect and locate the various hyperbolas. In this paper,
we assume that these steps are done. The final task is then to
classify the various objects detected. The different methods
developed for GPR data are based on the shape of the hy-
perbola. Next deep learning models [4, 5, 6] have been built
to classify the objects from this shape of hyperbola. How-
ever, these models are shallow like in [4] where only 3 layers
are used. In this case, they do not benefit from the rich rep-
resentation of large Computer-Vision (CV) models such as
MobileNetV2, ResNet or Alexnet. On the opposite these lat-
ter depend on a large amount of unknown parameters which
makes models difficult to train for applications with a small
amount of labelled data like in the GPR scenario. We propose

in this paper to use the CV models while trying to keep the
number of learned parameters smaller.

In fact, in [7], we show that it is possible to estimate
a covariance matrix from the outputs of the first layers of
a CV model. This covariance matrix measures the correla-
tion between the different filters and appears to be a better
feature to classify than the simple hyperbola image. In this
previous paper, we used classical machine learning methods
(SVM and Minimum Distance Mean) that was not sufficient
to achieve correct classification rates in particular when the
number classes increase. In this paper, we therefore propose
an end-to-end training model using backpropagation from
CNN filters to specific layers adapted to the covariance matri-
ces. These layers come from the literature of networks built
for Symmetric Positive Definite (SPD) matrices [8, 9, 10, 11].

We test our approach in a real dataset provided by Ge-
olithe and labelled by geophysical experts. These simula-
tions show that we outperform a shallow GPR model [4]
and computer-vision models like ResNet when the number of
training data is small and when some of them are mislabelled.

2. GPR DATA

Fig. 1: Illustration of GPR acquisition principle.

The principle of GPR is to move a RADAR consisting of
a transmitter and a receiver along a straight line. The emit-
ted signal is a Ricker-type wavelet whose main characteristic
is its frequency. Depending on its frequency, the signal can
penetrate the ground to a certain depth. The principle is il-
lustrated on the left of Fig. 1. The GPR output is called an



A-scan and consists of the different acquisitions for each po-
sition. Most of the time, we prefer to build an image, called a
B-scan, from the A-scan image. In this image, the shape of a
simple object resembles a hyperbola, thanks to the movement
of the GPR and the propagation of the electromagnetic wave.
An example of a B-scan image with one object and two layers
is shown on the right of Fig. 1.

In this article, we assume that the hyperbolas of objects
are detected and localized, and that the main objective is
to classify them by studying a thumbnail image of the cor-
responding hyperbola. Before presenting the proposed ap-
proach in the next section, we will introduce the dataset used
in this work and some ideas on how the shape signal of the
hyperbola informs us about the object present.

(a) (b) (c) (d)

Fig. 2: Examples of GPR images (after histogram correction
thanks to GPRpy1) for different buried objects. (a) Wooden
shelter, (b) Metallic, (c) Non-Metallic, (d) Empty.

Geolithe supplied 732 B-scans with an average size of
(4000, 800) pixels. Different parameters for GPR and ac-
quisition were used, such as radar frequency (200MHz or
350MHz for Geolithe), radar elevation (0cm, 25cm, 50cm,
75cm, 100cm, 150cm), and soil type (wet sand, sand, gravel,
dry gravel). The different hyperbolas of each B-scan are then
detected, located and an adapted pre-processing is used to
create a miniature image for each of them. The resulting
thumbnails are resized to (60, 112) pixels as in [4]. The fi-
nal database therefore consists of 1,584 thumbnails divided
into four categories: Metal, Non-metal, Wooden Shelter and
Empty. An example for each category is shown in Fig. 2.
The wooden shelter is a huge structure set into the ground,
with an empty interior. This explains why the resulting im-
age is made up of several hyperbolas. We also note that the
image of a metallic object is quite different from that of a
non-metallic object. The empty class is normally composed
entirely of noise.

3. CLASSIFICATION MODEL

The model used in this work is presented in Figure 3, where
we show both the type of layers used and their output shapes.
The architecture proposed rely on the following components:

ResNet layers: The first layers correspond to ResNet
convolutional layers with shortcut connections [12] which
have been shown to allow a rich feature representation space

1see https://github.com/NSGeophysics/GPRPy.

d d1 d2 d3 d4

SRCNet 256 235 217 179 128
RCNet 64 58 54 44 32

Table 1: Output dimensions of SPDNet layers.

across a large area of applications. We choose ResNet-34 to
have fewer weights than larger model (we want to keep it effi-
cient). As shown in Figure 3, we decide to only keep the first
few L layers since we only keep the feature learning part and
not the classification one. The initial image size is taken from
[4], to have a baseline of comparison and we sample it to the
ResNet image input size by using image interpolation. We
use a non trained ResNet model that we train from scratch be-
cause the features learned in computer vision models appears
to be not sufficient in regards to separating the different class,
at least with only the first few layers. In this paper, we use
L = 8.

Covariance pooling layer: Then a covariance pooling
layer is added, that allows to reduce the dimensionality of the
learned features and while preserving correlation information
between them compared to first-order pooling approaches [9].
Two scenarios (RCNet and SRCNet), where we either stack
the output of each layers or we only keep the last one. In
the SRCNet approach, we benefit from a more diverse set
of convolutional features, while in the RCNet we have fewer
diversity but a reduced number of overall parameters in the
following layers. To do the estimation, we rely on the Fast
MPN-Cov framework [10] without the regularization part.

SPDnet layers: After estimating the correlation structure
between the features, we want to reduce the dimensionality
since maybe not all the information of the covariance is useful
for the classification task. To do that, we employ layers form
the SPDnet [8] architecture which defines two main layers
that allow to work on SPD matrices:

• BiMap Layer (to generate more compact and discrimi-
native SPD matrices):

Xk = f
(k)
b (Xk−1;Wk) = WkXk−1W

T
k

where Xk−1 is the input SPD matrix of the k-th layer,
Wk ∈ Rdk×dk−1

∗ , (dk < dk−1) is the orthonormal
transformation matrix (connection weights), and Xk ∈
Rdk×dk is the resulting matrix.

• ReEig Layer (to regularize the output of the BiMap,
inspired by ReLU):

Xk = fr(Xk−1) = Uk−1 max(ϵI,Σk−1)U
T
k−1

where max(ϵI,Σk−1) is a diagonal matrix with cor-
rected eigenvalues to stay on the SPD manifold.

The dimensions used in this paper are reporting in table 1.

https://github.com/NSGeophysics/GPRPy
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Fig. 3: Illustration of the architectures used in this paper. In RCNet (Residual Covariance Network), we take only the last output
of the ResNet blocks while in SRCNet (Stacked Residual Covariance Network), we stack the first 32 outputs (to save memory
space) of the outputs features by interpolating them to a common size of 38× 20. With RCNet, we have hL = 54 and wL = 30
for the first 3 layers and hL = 28 and wL = 15 for the others.

Final layers: Finally, we want to classify the lower-
dimensional discriminative SPD matrix. To be able to apply
traditional Fully Connected (FC) layers, we first need to trans-
form the SPD matrix into a feature in euclidean space, which
is done by the LogEig operator which takes the matrix log-
arithm of the input. Then, we vectorize the obtained matrix
and add an additional dropout mechanism to avoid overfitting.

Back-propagation Steps: Since the main steps are ma-
trix operations, the backward is not classical like in most of
deep learning models. In particular, the gradients of the oper-
ations based on SVD have been firstly derived in [13]. A more
stable formula is given in [11] and will be used. The BiMap
layer needs the computation of a Gradient Riemannian on the
Stiefel manifold and the details are given in [8].

4. NUMERICAL RESULTS

To compare our approach on the dataset previously presented,
we consider the model developed in [4] which is a shallow
convolutional network with only 3 layers. Since our approach
is a constructs on the ResNet architecture, we also compare
with the ResNet-34 model in two different setups: i) fine-
tuning, in which we take pre-trained weights on the ImageNet
dataset as initialization and fine-tune on our dataset, ii). re-
training, in which we initialize the weights randomly.

We separate the dataset into a training set (1108 images),
a validation set (238 images) and a testing set (238 images)
which will used for accuracy metrics. We consider two sce-
narios on the training part: i). varying the percentage of train-
ing data used, to reflect the low-availability of labelled data in
GPR scenarios, ii). with a varying level of mislabelled data, to
study robustness of the models over likely mislabelling. For
both scenarios, we train over 100 different random generator
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Fig. 4: Results of classification w.r.t to training dataset per-
centage over 100 different seeds. For each method, the line
corresponds to the mean of accuracy over all the seeds, and
the filled area corresponds to 5-th and 95-th quantiles.

seeds to assess variability of the learning and with the follow-
ing parameters: a batch-size of 64, a learning rate of 10−2

and we stop the training when training accuracy hits a plateau
over 10 previous iterations.

The results of test accuracy w.r.t training ratio are shown
in Figure 4. We can observe the following things: Ours pro-
posed approaches (SRCNet and RCNet) both outperform the
others approaches at any given training ratio and have lower
variability over seeds. The ResNet-34 approaches perform
better than [4], which is understable given that they use con-
siderably more parameters. The fine-tuning approach fares
better in this case, which can be explained by the fact that the
training starts with an already good discriminative capabili-
ties between objects thanks to the pre-training. The results
of test accuracy w.r.t mislabelling percentage are presented in
Figure 5. We have comparable dynamic than the previous ex-
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Fig. 5: Results of classification w.r.t training dataset misla-
belling percentage. For each method, the line corresponds to
the mean of accuracy over all the seeds, and the filled area
corresponds to 5-th and 95-th quantiles. The models are plot-
ted with same style as in Fig. 4.

periment with better performance and robustness of RCNet.
The case of [4] is interesting as it show that shallow models
have a lot of variability in the training phase as soon as there
are a few mislabelled data. Again our approaches have the
least variability over the seeds.

5. CONCLUSION

We have proposed a new architecture for GPR classification
based upon covariance pooling and SPDnet architecture that
outperforms both deep ResNet-34 models and shallow CNN
approaches in terms of accuracy and robustness.
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