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Multi-UAV Distributed Control for Reconfigurable Formations

Kostas Skantzikas, Lara Briñón-Arranz, Pierre Susbielle and Nicolas Marchand

Abstract— This paper deals with cooperative formation con-
trol design for multi-UAVs. A new control strategy is developed
to steer a group of robots to three kind of evenly spaced
formations: circular, linear and circular sector. Our distributed
approach enables real-time formation reconfiguration when the
parameters of the formations change or when a robot leaves the
formation. Communication among robots is used to maintain
the robots equally spaced in the desired formation and to avoid
collisions during the reconfigurations. Real world experiments
with four mini aerial vehicles demonstrate the efficacy of the
proposed formation control strategy.

I. INTRODUCTION

The fields of robotics and autonomous systems have seen
a surge in interest and development in the area of multi-UAV
(Unmanned Aerial Vehicle) applications. Offering distinct
advantages over single UAV setups, multi-UAV systems
have recently found application in various real-life scenarios,
notably in hazardous environments where they play a crucial
role in safeguarding human lives from potential harm or
injury. Surveillance and mapping, search and rescue, forest
monitoring and fire prevention, disaster management and
precision agriculture are promising tasks that can be executed
by a UAV team [1]. Furthermore, in industrial environments,
UAVs equipped with manipulation mechanisms are capable
of helping man to carry out complex tasks [2].

While UAVs have been extensively studied by the robotics
community over recent decades, and numerous flight con-
trollers [3] and path planning techniques [4] for individual
UAVs have been investigated, the complexities of multi-
UAV systems present unique challenges that merit further
exploration and study. Cooperative multi-UAV systems be-
long to the field of multi-robot and multi-agent systems. In
this context, there is a considerable volume of theoretical
literature addressing multi-agent problems and multi-UAV
systems in particular [1], yet there is a scarcity of works
delving into real-world applications.

An essential aspect of motion coordination in multi-
robot systems is formation control. Formation control has
increasingly garnered attention as a significant problem to
be addressed. In [5], a survey of the various classifications
of formation control in multi-agent systems is presented.
Consensus and formation control share a common objective
of achieving coordinated behavior among multiple agents.
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Fig. 1. Four mini UAVs forming two evenly spaced configurations: circular
sector formation (left) and linear formation (right). Video of the real world
experiments available at: https://youtu.be/wTe1MbYiZxs

Therefore, several works address the formation control prob-
lem of a multi-robot system based on consensus control
strategies [6], [7]. In [8], a consensus strategy is implemented
to control the geometrical configuration of a group of three
UAVs in a leader-follower approach.

The applications involving multi-UAVs require robustness
and adaptability to face dynamic environments and complex
tasks. In challenging missions, the multi-robot system may
need to alter its configuration in order to adapt to the
environment. The ability to switch among various configura-
tions while ensuring robustness of the team to the failure
of a robot is thus an essential condition for the multi-
robot system. Therefore, an extremely challenging problem
is to control multi-robot formations that can reconfigure.
[9] provides an overview on recent developments in fault-
tolerant cooperative control of multi-UAV to achieve the
reconfiguration of the formation after unexpected failures.

Circular formation control has attracted significant re-
search attention due to its diverse applications, such as target
tracking and source-seeking missions. Circular collective
motion of a network of unicycle-like agents was explored in
[10] considering various communication constraints. Build-
ing upon these findings, [11] introduced an new control ap-
proach aimed at stabilizing time-varying circular formations.
Following these ideas, an extension of these works to deal
with reconfigurable formations for a team of mini-UAVs is
presented in [12]. In this context, the challenging problem
tackled in this work is the design of a distributed control
strategy to coordinate a multi-robot system while ensuring
safe transitions during the formation reconfigurations.

We propose a new formation control strategy for multi-
UAV systems, designed to obtain three different evenly
spaced configurations: linear, circular and circular sector. The
contribution of this work is to provide a distributed strategy
to enable real-time switching among the different formations
while ensuring avoidance of collisions during transitions and



Fig. 2. The three uniformly distributed formations considered in this work:
circular, linear and circular sector.

exhibiting robustness with respect to robots’ failures. The
proposed formation control is validated through real world
experiments with a team of mini-UAVs.

II. PROBLEM FORMULATION

A. Multi-UAV system

Consider a group of N aerial robots. The dynamic model
of the UAVs used in this work is detailed in Section III-A.
The 3D position of robot i = 1, . . . ,N in the inertial global
frame is denoted by ξi = [xi yi zi]

T ∈ R3 and we denote by
pi ∈R2 its position in the X-Y plane, such that ξi = [pT

i zi]
T .

As presented in Section III-B, each UAV can be controlled to
stabilize its state, position and velocity, to a desired reference.

In the adopted setup, each UAV can communicate with a
set of neighboring robots. We assume that the communication
network of the multi-robot system is represented by an
undirected graph G = (V,E) where V = {1, . . . ,N} denotes
the set of vertices of the graph and E represents the set of
edges such that (i, j) ∈ E if robots i and j communicate
with each other. Let Ni = { j ∈ V |(i, j) ∈ E} be the set of
neighbors of robot i and |Ni| the number of its neighbors. In
this paper, we consider a distance-dependent communication
graph where the maximum communication distance is ρcomm,
i.e., (i, j) ∈ E ⇐⇒ ∥ξi(t)−ξ j(t)∥< ρcomm.

B. Uniformly distributed formations

The three formations considered in this paper are 2D
configurations in the X-Y plane, shown in Fig. 2. For each
configuration, the center of the formation is a given target
position denoted by pT ∈ R2. The circular formation is
defined by a radius R. Regarding the linear configuration, the
angle αF represents the desired orientation of the formation
with respect to the x-axis of the global inertial frame, such
that αF = 0 when is aligned with the x-axis. The circular
sector configuration is defined by radius R and angle αS
which determines the central angle of the circular sector.

The desired position in the formation for each UAV, de-
noted by pre f

i is defined via a relative position vector between
the UAV and the target position. To obtain a uniformly
distributed configuration, the UAVs must be equally spaced
along the formation. In other words, the distance between
every pair of adjacency robots in the formation must be
the same. These desired formation positions pre f

i will be the
position references to be tracked by the UAV’s controller.

C. Control Objectives
The target position and the desired altitude of the UAVs

are known for all the robots. Additionally, we assume that
the desired formation (circle, line or circular sector) and the
formation parameters R, αF and αS can be broadcasted in
real-time. With these assumptions, the main control objec-
tives are:

• Objective 1: Position tracking and state stabilization for
all the UAVs in the team, i.e.,

ξi → ξ
re f
i ∀i = 1, . . . ,N (1)

where ξ
re f
i is defined by the desired 2D position pre f

i
in the formation and a given hovering altitude.

• Objective 2: Uniformly distributed formation (circular,
linear or circular sector) of the UAVs around a central
target regardless the total number of UAVs in the team.
The desired positions pre f

i in the formation satisfy

∥pre f
i − pre f

j ∥→ λ (2)

for every pair (i, j) of adjacency robots in the formation,
where λ > 0 denotes a constant value.

• Objective 3: Collision avoidance during transitions for
all UAVs in the team, such that

∥ξi(t)−ξ j(t)∥> ρc ∀i, j and ∀t (3)

where ρc is a given safe value.
D. Control Strategy

Our proposed control approach involves a formation gen-
erator responsible for producing the appropriate reference
positions for each UAV combined with a position and ve-
locity control to track these reference positions. To achieve
a distributed control approach, each robot should compute
and track its desired position in the formation by using only
information from its neighbors. The formation generator of
each UAV should be real-time reconfigurable in order to be
robust to the failure of one or more robots. In other words, if
a UAV fails and consequently leaves the team, the remaining
UAVs must be able to reconfigure their positions to maintain
an evenly spaced configuration. Moreover, the UAVs must be
able to switch between formations while avoiding collisions.

The proposed control scheme to achieve these three ob-
jectives is shown in Fig. 3. The control strategy for real-time
reconfigurable formations, is composed of three modules:

• The UAV state feedback controller, presented in Sec-
tion III-B, makes each robot converge to its desired
position computed by the formation generator.

• The formation generator, detailed in Section IV, deter-
mines the desired position for each aerial robot.

• The collision avoidance module, explained in Section V,
controls the UAV’s state to ensure that there is no
collision with other robots.

III. UAVS CONTROL DESIGN

This section presents the model of the UAVs considered
in this paper and the position and velocity control design en-
suring each robot converges to its desired reference position.



Fig. 3. Block diagram of the distributed control architecture.

A. UAV Model

The UAVs considered in this work are commercial quadro-
tors, aerial vehicles built on a rigid cross-shaped body struc-
ture with four counter-rotating rotors in conjunction with four
propellers [13]. Each propeller r ∈ {1,2,3,4} generates a
thrust Tr and a torque. The total thrust T applied to the UAV
is the summation of the four thrust forces generated by the
rotors and Γ represents the total torque (see Fig. 4).

Let us define two basic coordinates reference frames: let
{I} be the Inertial reference frame, assumed as a flat earth
frame, described by the unit vectors {⃗i1, i⃗2, i⃗3} and {B} the
body fixed frame, attached onto the UAV Center-of-Mass
(CoM) moving along with its motion, with {b⃗1, b⃗2, b⃗3} unit
vectors. According to the Z-Y-X Euler angles formalism the
rotational matrix RB→I ∈ SO(3) expresses the orientation of
the body fixed frame {B} with respect to {I} in the reference
frame {I}, where s, c denote the sin() and cos() functions
respectively and φ , θ and ψ denote the Euler angles [14]:

RB→I =

[ cθ cψ sφ sθ cψ − cφ sψ cφ sθ cψ + sφ sψ

cθ sψ sφ sθ sψ + cφ cψ cφ sθ sψ − sφ cψ

−sθ sφ cθ cφ cθ

]
(4)

The Newton-Euler formulation is used to model the non
linear rigid body dynamics of the quadrotor [15]:

ξ̇ = υ (5a)

mυ̇ =−mg⃗i3 +RB→IT b⃗3 (5b)

ṘB→I
= RB→I ×Ω (5c)

JΩ̇ =−Ω×JΩ+Γ (5d)

where υ := [υx υy υz]
T denotes the speed vector of {B}

with respect to {I} expressed in {I}, Ω := [p q r]T denotes
the angular rotation rate vector of {B} with respect to
{I} expressed in {B}, Γ := [Γr Γp Γy]

T denotes the torques
applied to the UAV body, and the symbol × is the cross
product between two vectors. T is the total thrust force
produced by the UAV which is equal to the sum of the four
thrust forces produces by each motor, J is the constant rigid-
body moment of inertia matrix, m the total mass of the UAV
and g the acceleration of gravity.

The nonlinear model (5) expresses the simplified dynamics
of the UAV without taking into account phenomena like the

Fig. 4. Thrust forces and torques in a quadrotor Parrot Mambo.

gyroscopic effects, ground effects, blade flapping and air
friction. Moreover, this model neglects the dynamics of the
motors assuming them sufficiently fast, with respect to the
dynamics of the UAV body [14].

Let us define the position ξ and the linear velocity υ

as the UAV’s state vector denoted by X = [ξ T υT ]T . The
Euler angles and the thrust force expressed in {B} are
the control inputs, such that, U = [φ θ ψ T ]T . Linearizing
the sub-system (5a)-(5b), which expresses the translational
dynamics of the UAV, around a hovering position with zero
yaw angle, ψ = 0 (see [14], [15], [16]), such that, Xeq =
[xeq yeq zeq 0 0 0]T and Ueq = [0 0 0 mg]T , the quadorotor
translational linear model can be expressed as:

Ẋ = AX +BU (6)

where:

A =

[
03x3 I3x3

03x3 03x3

]
, B =

[
03x4

Blin

]
, and Blin =


0 g 0 0

−g 0 0 0

0 0 0 1/m

 .

B. UAV Control Synthesis

A commonly used strategy in quadrotor control to track
a reference trajectory is the hierarchical control approach
[15]. We focus here on the position and velocity control of
the UAV, considering that the inner control loops (rotors’
speeds and attitude control) are correctly designed. Assuming
that each UAV follows the linear model (6), a linear state-
feedback control U can be designed to track a reference
position. The linear acceleration of the UAVs CoM, given



by the linear model (6), can be expressed as in [16]:

ẍ = θg

ÿ =−φg

z̈ =
T
m

(7)

Therefore, the variations in the UAV position along the x
and y axes of {I} are coupled with the changes in pitch and
roll angles, while changes along the z-axis with the thrust.
Consequently, the desired values for θ , φ and T must be
derived based on the reference X-Y-Z respectively.

In this study, an efficient external control loop has been
developed to regulate the UAV’s position and velocity. The
control goal of this control setup is to make each UAV follow
a 3D reference trajectory in space by adjusting its Euler
angles and thrust, which are considered as actuators with
specific dynamic behavior. The reference position vector of
each UAV CoM in space ξ re f is constituted by the desired
position pre f in the X-Y plane computed by the formation
generator and the desired hover altitude. The reference state
vector is thus computed as:

X re f =

[
ξ re f

υre f

]
=

pre f

zhov

03x1

 ∈ R6

To stabilize the UAV to the state reference, the Linear
Quadratic Regulation synthesis (LQR) is applied, where the
control input is:

U = K
(
X re f −X

)
(8)

with K a control gain chosen to minimize a quadratic
cost based on the Riccati equation [16]. This linear control
technique has proved its effectiveness to achieve high per-
formance trajectory tracking [13], [16]. To ensure a precise
tracking, an integral action has been added into (8) resulting
in the following control input

U = KP
(
ξ re f −ξ

)
+KD

(
υre f −υ

)
+KI

∫ t
0
(
ξ re f −ξ

)
dt (9)

In the next section we present how to compute the refer-
ence position ξ

re f
i for each robot i in the team, in order to

achieve an evenly spaced configuration in a distributed way.

IV. RECONFIGURABLE FORMATION GENERATOR

The role of the formation generator described in this
section is to compute the appropriate reference positions pre f

i
in the X-Y plane, in order to achieve the desired evenly
spaced formation in a distributed way.

As previously presented, the center of the formation is
located at a given target position pT . Let us define di ∈ R2

as the desired relative position of robot i with respect to the
target, such that, the desired position is defined as:

pre f
i = pT +di, i = 1, . . . ,N. (10)

The relative position di is expressed in polar coordinates:

di = Ri
[
cos(ϕi) sin(ϕi)

]T (11)

where Ri is a positive scalar and ϕi denotes the direction of
the desired relative position in the X-Y plane.

Based on distributed synchronization algorithms, we de-
velop a new framework to stabilize the group of robots to
several reconfigurable formations. The main idea is to define
the desired relative position for each robot i with respect
to the target, i.e., di, as a transformation of the position
vectors of an evenly spaced circular formation of virtual
nodes. This approach allows defining circular, linear and
sector formations in which the robots are evenly spaced. An
appropriate transformation is designed to map the positions
of the virtual nodes in the circular formation into the desired
ones for the UAVs. As shown in Fig. 3, the formation
generator combines the output of the virtual system with the
formation parameters via an appropriate mapping to generate
the reference positions for each UAV.

A. Distributed control of the virtual nodes

Our strategy relies on the use of a virtual system that can
be stabilized to a uniformly distributed circular configuration
around the origin with radius R. A virtual node vi is assigned
to each robot i, whose position is given by

pvi = R
[
cos(ϕvi) sin(ϕvi)

]T (12)

where ϕvi denotes the orientation of the virtual position
vector. The angle ϕvi becomes a dynamic variable and
each robot is required to continuously transmit it to its
neighbors, based on the distance-dependent communication
graph G . Each robot i receives the virtual variable ϕv j from
the close robots that satisfy ∥ξi − ξ j∥ < ρcomm. The robots
compute an algorithm based on the Kuramoto model for
synchronization of coupled oscillators to make these virtual
nodes achieve an evenly spaced distribution along a circle,
using the information transmitted by their neighbors.

In particular, the following control law

ϕ̇vi =
1

|Ni| ∑
j∈Ni

⌊Ni/2⌋

∑
m=1

sin(mϕvi −mϕv j)

m
(13)

where ⌊Ni/2⌋ is the largest integer less than or equal to
Ni/2, makes the angles ϕvi to ”desynchronize”. In other
words, the algorithm enforces the relative angles ϕvi −ϕv j
of two connected robots to enlarge.

For circular graphs, the evenly spaced configuration is
locally asymptotically stable, as proven in [10]. Considering
distance-dependent communication for the group of robots,
we ensure that the evenly spaced configuration is the only
possible stable equilibrium as proven in [11]. Using this
distributed control law, the virtual system converges to an
evenly spaced circular configuration, satisfying ϕvi = ϕ0 +
2π

N i, ∀i = 1, . . . ,N where ϕ0 is a constant.

B. Renconfigurable formations

In this section we define the transformations needed to
stabilize the group of robots to three particular configurations
based on the uniformly distributed circular formation of the
virtual nodes.



1) Circular formation: In the simplest case, we stabilize
the robots to an evenly spaced distribution along a circular
formation with center the target position and radius R. The
desired distances di are defined directly by the angular
positions ϕvi of the virtual nodes and the radius of the circular
configuration. In this situation, the mapping to obtain the
circular formation is:

ϕi = ϕvi, ∀i = 1, . . . ,N
Ri = R

(14)

Using directly the angular values of the virtual system, the
final positions of the robots in the circular formation depend
on the initial conditions of the virtual system and therefore
they can be predefined.

2) Linear formation: The robots can be stabilized to a
linear formation, i.e., the robots are disposed in a segment
line whose midpoint corresponds to the position of the target
and whose orientation with respect to the x-axis is defined
by a given angle αF . In order to transform the evenly spaced
configuration of the virtual nodes into an evenly spaced linear
formation, the introduction of an additional virtual node vl is
required. We assume that all the robots have the information
of this virtual node with constant value ϕvl = π .

This node is connected to all the virtual nodes vi and
consequently, the set of neighbors of robot i becomes N ∗

i =
{Ni ∪ vl} and thus, the number of its neighbors becomes
|N ∗

i |= |Ni|+1. The distributed synchronization algorithm
(13) to obtain a uniform distribution of the virtual nodes
along a circle becomes

ϕ̇vi =
1

|N ∗
i | ∑

j∈N ∗
i

[N ∗
i /2]

∑
m=1

sin(mϕvi −mϕv j)

m
(15)

This equation enforces all the virtual nodes vi to form an
evenly spaced configuration composed of N + 1 nodes, the
virtual node vl is fixed at ϕvl = π and the rest of the virtual
nodes satisfy ϕvi = π + 2π

N+1 i.
In order to transform the evenly spaced circular configu-

ration of the virtual nodes to a linear configuration, first of
all the virtual angular values ϕvi are wrapped to the interval
[−π,π]. Then, the following mapping:

ϕi = αF ∀i = 1, . . . ,N
Ri = Rϕvi

(16)

allows defining each desired distance di to stabilize the group
of robots to a line whose center is located at the target
position. The distance vectors di depend on the orientation
of the desired linear formation αF .

3) Circular sector formation: Circular sector formations
can be considered, i.e., all the robots are disposed in a
circular arc whose center corresponds to the position of the
target. The central angle of the sector is defined by a given
constant αS. In order to transform the evenly spaced virtual
nodes into a circular sector configuration the introduction of
an additional virtual node is required, as in the case of the
linear formation. This node ϕvl = π is connected to all the
virtual nodes ϕvi and the distributed synchronization-based

algorithm for the virtual system is (15).
The orientation of the desired distance vectors di depends

on the virtual nodes and on the given central angle of the
desired sector formation αS. First of all, the virtual angular
values θvi are wrapped to the interval [−π,π] and then, the
following mapping is applied:

ϕi =
ϕviαS

2π
∀i = 1, . . . ,N

Ri = R
(17)

In all the aforementioned cases, the desired relative posi-
tions di of the UAVs are defined by (11) through the use of
the neighboring virtual agents ϕvi and the given formation
parameters, R, αF , αS.

V. COLLISION AVOIDANCE CONTROL

As presented in previous section, the formation generator
computes for each UAV the reference position and the posi-
tion controller ensures stability and tracking of this reference.
However, because no global planner is considered for the
trajectories of the UAVs, during the transient before the UAV
team converges to its stable configuration, there could be
situations leading to potential collisions among them:

• During the transient from initial conditions of the UAVs
to their reference positions in the desired formation.

• During the transient when switching between two dif-
ferent possible formation configurations.

• Under the impact of external disturbances (e.g., wind).

To address these issues, the control strategy is improved
by including a collision avoidance method to make the multi-
robot system robust to potential collisions.

Force-field methods are commonly deployed and tested
on UAVs to ensure that no collisions with any obstacle
occurs [17], particularly in dynamic environments. In arti-
ficial potential field approaches, each UAV is treated as a
particle moving within a repulsive potential field generated
by obstacles in the environment [18]. By its nature, the
repulsive potential increases as the UAV approaches an
obstacle and decreases as moves away from it.

Let ρi j = ∥ξi−ξ j∥ denote the Euclidean distance between
the CoM positions of UAVs i and j. Therefore, the potential
field computed by robot i considering robot j as a dynamic
obstacle can be expressed as in [19]:

Vrep(ρi j) =

 1
2 Krep

(
1

ρi j
− 1

ρ0

)2
if ρi j ≤ ρ0

0 if ρi j > ρ0,
(18)

where Krep is a gain to be tuned and ρ0 is the influence
distance of each UAV. The influence distance is introduced
to enforce the potential function to be inactive if UAV i is far
away from UAV j and thus it does not affect its motion. The
minimum of this potential field is reached when ρi j ≥ ρ0. To
reach this equilibrium point, the gradient of the potential field
Frep =−∇Vrep is used for control the UAV. Therefore, each
robot i computes the following repulsive force to control its
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motion with the aim to avoid robot j, as in [19]:

Frep(ρi j) =

{
Krep

(
1

ρi j
− 1

ρ0

)
ξi−ξ j
ρi j3 if ρi j ≤ ρ0

0 if ρi j > ρ0
(19)

An improved repulsive potential field has been proposed
in [20] to take into account the relative velocity between the
UAV and the obstacle. The improved repulsive force

F̃rep(ρi j,υi,υ j) =

{
Frep(ρi j)−Kυ

rep(υi −υ j) if ρi j ≤ ρ0

0 if ρi j > ρ0
(20)

introduces a second term which depends on the relative
velocity between the two UAVs. The total repulsive potential
field computed by each UAV will be the summation of the
repulsive potentials generated by its neighboring UAVs in
the group and thus, the total repulsive force for UAV i is:

Frepi = ∑
j∈Ni

F̃rep(ρi j,υi,υ j) (21)

The UAV simplified linear dynamics (7) express the
Newton’s second law of motion, therefore we can di-
rectly apply the resulting repulsive force form (21) Frepi =
[Fx

repi
Fy

repi Fz
repi

]T to control the motion of the robots. As
shown in Fig. 3, the repulsive control is added to the state
feedback control U defined in (9). Assuming all UAVs hover
at the same constant altitude, the combined controller to
achieve objectives 1 and 3 is

Ũ =U +
[
−Fy

repi/g Fx
repi

/g 0 0
]T

. (22)

VI. EXPERIMENTAL RESULTS

In this section we present the real world experiments
which validate the presented distributed control strategy.
The video showing these experimental results is available
at https://youtu.be/wTe1MbYiZxs.

A. Experimental Setup

The experimental setup illustrated in Fig. 5 has been used
to conduct the experiments. In this multi-UAV platform,
developed at GIPSA-lab, four Parrot Mambo UAVs are
connected via Bluetooth bridge to a ground station, which
runs Matlab Simulink at 100Hz, implementing the proposed

control architecture. Matlab Simulink also performs data
acquisition from the capture motion system and generates
the appropriate control signals for all the UAVs.

In this experimental setup, the formation control cannot be
embedded into the Mambo UAVs. However, with a view to
validate the proposed distributed strategy, the ground station
computes N different controllers, one for each UAV in the
team. The control inputs for each UAV are calculated by
using only information from the UAV’s neighbors. Therefore,
this architecture allows demonstrate the performances of the
distributed strategy. Because all the UAVs are hovering at
the same altitude, we consider that two UAVs are neighbors
if the 2D distance between them is less than ρcomm = 2m.
When a robot fails, communication is lost with other robots.

The control inputs for each robot are computed by using
(22) and sent to the Mambos in real-time. Through an iter-
ative trial-and-error process, the position controller (9) has
been tuned by adjusting the Q and R matrices appropriately.
For all the desired formations, the target pT is located at the
origin and the radius is R = 0.8m.

B. Scenario 1: Reconfigurable circular formation

In this scenario we evaluate the proposed algorithm with
respect to a robot’s failure. Positions of the four UAVs at
three successive time intervals are shown in Fig. 6. The
difference on opacity represents time evolution, so that the
trajectories of the UAVs during the respective time interval
are clearly displayed.

Firstly, the UAVs takeoff and hover at the desired hovering
altitude zhov = 0.9m. The formation generator algorithm
starts running at t = 15s and thanks to the position con-
trol the UAVs converge to their desired positions forming
a uniformly distributed circular formation. UAV 1 leaves
the formation at t = 30s, and the three remaining UAVs
are able to reconfigure to achieve again an evenly spaced
configuration. In particular, UAVs 2 and 3 move along the
circle to reduce their distance and cover the space left by
UAV 1. Once UAV 1 returns back to the group at t = 50s, the
entire formation reconfigure to converge again to a uniformly
distributed circular formation.

The time evolution of the distances between each pair
of adjacency robots in the formation, as plotted in Fig. 7,
aligns with Objective 2 as defined in Eq. (2) as all distances
converge to a common value λ . For the circular formation
this value depends on the number of robots in the formation,
and can be analytically computed as λ = 2Rsin( π

N ). In this
case, λ = 1.13 when N = 4 and λ = 1.39 when N = 3, which
are the values the UAV team reaches, as shown in Fig. 7.

C. Scenario 2: Circular, linear and sector formations

In this scenario, the effectiveness of the proposed algo-
rithm to generate the three formation configurations (circle,
line and circular sector) is experimentally verified. In the
flight performed, the time evolution of the 2D trajectories
of the four UAVs, illustrated in Fig. 8, shows the successful
switching from one configuration to another.



Fig. 6. Reconfigurable circular formation with four UAVs. UAV 1 leaves the formation at t = 30 and returns at t = 50.

Fig. 7. Evolution of the distances among adjacency robots for Scenario 1.

As in Section VI-B, the four UAVs takeoff and hover at a
constant altitude; for this scenario zhov = 0.8m. At time t =
15s the formation generator computes the references to make
the robots converge to a circular formation while avoiding
collisions. At t = 30s the desired formation changes to a
linear one with αF = π

4 and consequently, the UAVs move
to their new reference positions generated by the formation
generator algorithm. Similarly, at t = 50s the formation is
reconfigured to a circular sector with αS =

3π

2 and as a result,
the UAVs are distributed uniformly along the sector.

This experimental scenario emphasizes the effectiveness
of the implemented repulsive forces algorithm which can
handle the collision avoidance objective of this work. In
this experiment, the additional collision avoidance controller
based on repulsive potential fields, ensures safe transitions,
from a particularly disadvantageous initial takeoff positions
to the desired circular formation, as well as from one
configuration to another. Fig. 8 illustrates the trajectories of
the UAVs during these transitions showing how the UAVs
modified their motion to avoid potential collisions.

Initially, at t = 30s all UAVs start moving toward their
respective reference positions. Notably, UAV 4 approaches
UAV 3 leading to a potential collision between them. The
collision avoidance controller remains inactive until the dis-
tance between them is less than ρ0 = 1m. Under the impact

of the repulsive term, UAVs 4 and 3 successfully maneuver
to avoid collision. Then, they move away from each other
towards their final positions in the linear formation. The time
evolution of the distances between each pair of UAVs, plotted
in Fig. 9 shows that the critical limit ρc = 0.16m is never
reached. Thus Eq. (3) is satisfied, validating Objective 3.

To show the effectiveness of the position control presented
in Section III-B, Fig. 10 displays the time evolution of the
position of UAV 4. The experimental data is compared with
the desired reference to be tracked and with the simulation
data. This experimental result confirms that Objective 1 is
achieved as Eq. (1) is satisfied and shows that the proposed
linear controller implemented in the more complex real UAV
dynamical system ensures position tracking.

VII. CONCLUSION

In this paper, we proposed an holistic control scheme
designed to enable a group of UAVs to be uniformly dis-
tributed around a designated target, along three different
planar formations (circle, line and sector) while hovering
at the same altitude. Our distributed approach relies on
real-time information exchange among the UAVs within the
network. The control strategy combines a synchronization-
based formation generator algorithm with a linear state
feedback position control to ensure convergence of the multi-
UAV team to the desired evenly spaced formation. This
strategy allows for a real-time formation reconfiguration.
In addition, a collision avoidance mechanism ensures safe
transition during the reconfiguration by making the robots
keep a safety distance from each other.

Experimental validation of the proposed control architec-
ture has been carried out with four mini-quadrotors. The
experimental results confirmed the successful stabilization of
the multi-UAV team to the reconfigurable desired formations.
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