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Abstract. Sensory Substitution Devices (SSDs) assist Visually Impaired
People (VIP) by providing information usually acquired by vision through
another functional sensory modality. Here, we evaluate a SSD that aims
to guide visually impaired people to a target by converting spatial in-
formation into sound. A balance must be struck between parsimonious
and explicit guidance, so that it is precise but not imposing an excessive
cognitive load. Here, we express the deviation from the target to the
participant’s hand. We compared three sound metaphors: 1) Binary (BI)
gives only the right direction by white noise, 2) Angle-to-Pitch (AP) con-
verts the 3-D angular deviation between a pointed direction and the right
direction into sound pitch according to a continuous function, 3) Disso-
ciated Vertical-Horizontal (DVH) dissociates the 3-D deviation into two
dimensions, using pitch to provide the angular deviation projected on
the horizontal plane (a continuous metaphor) and a superimposed white
noise to indicate the right height (a binary metaphor). We conducted
"hot and cold game" type tests in a 3-D environment. Participants, with
eyes closed, moved to search and reach virtual spheres with their index
finger. Each metaphor was evaluated by the time taken to reach the tar-
get, and by a questionnaire. The results show the advantage of AP over
BI: it allowed a faster target hit and was considered easier to use, more
efficient, and more comfortable than BI. They also show an advantage
of the DVH metaphor over AP: the times to target hit were shorter,
and it was considered easier to use than AP. The DVH metaphor is a
good trade-off between parsimonious (use of binary information) and ex-
plicit (dissociation of the two axes) guidance. It is a first step towards
smartphone SSDs applications to help find objects in a situation of visual
impairment.

Keywords: Sensory Substitution · Blindness · 3-D Target Reaching ·
Sound Metaphor · Virtual Prototyping · Spatial Cognition · Hand Guid-
ance
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1 Introduction

Visually Impaired People (VIP) interact with their spatial environment through
their other senses, such as hearing or touch. But some tasks, including naviga-
tion or finding and reaching an object, are challenging without assistance. There
is a need to develop accessible assistive technologies for VIP. Various Sensory
Substitution Devices (SSDs) have been created to address this need. They pro-
vide through another functional sensory modality information captured by an
artificial sensor. SSDs can be implemented within navigation applications for
smartphones using GPS or synthesizing texts vocally. Navigation tasks are the
main focus of most SSDs and often include obstacle avoidance [1, 8, 9, 15, 20].
Here we focus on helping people reach a targeted object with their hand without
vision, a task less explored in the literature. The target can be, for example, a
door handle, a doorbell button, or an object on a shelf. We aim to create the
most efficient and ergonomic sound guidance in 3-D space. Most guidance sys-
tems convert the deviation from the target to the manipulated sensor in either
sound [4, 9, 10, 26] or vibration [19, 28]. Below, we present arguments for the
choice of an egocentric frame of reference, and we will then examine how spatial
information can be conveyed through sound guidance.

1.1 Frame of reference

When designing a Sensory Substitution Device (SSD) for guidance, there is a
choice of several reference frames in which the target is positioned. The frame
of reference for the choice of spatial metrics to be encoded cannot ignore the
body-specific logic of the motor and cognitive systems. For example, providing
the whole pixel matrix of a depth scene [14] is useless for reaching a single point,
and this data’s overflow is difficult to interpret. Alternatively, providing only the
absolute position of the target also leads to interpretation errors [2], even if the
amount of data is reduced to the essential.

Most of the time, the spatial data to be transmitted to the VIPs is collected
by one or more cameras. The captured images are used to extract the deviations
from the target. The camera’s position determines the frame of reference in
which the spatial data is captured. Thus, some devices have a camera placed on
the participant’s head [5, 9, 22], while others position the camera on the hand
or forearm of the participant [4, 11, 19]. Some combine the two approaches by
using two cameras, one on the head and one on the hand [13, 28], and use one
or the other depending on the participant’s progression through the task (distal
guidance to navigate to the target, then proximal guidance to reach the target
with the hand).

When the frame of reference is a camera, it is both the sensor (which collects
the data) and the pointer (reference frame in which the deviations from the
target are calculated). It is an allocentric frame of reference: the spatial data are
encoded in relation to an object, the camera. In contrast, an egocentric frame
of reference allows data to be encoded in reference to a coordinate system that
places the user’s body as the origin and defines the axes of the coordinates in
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relation to the user’s body orientation [18]. For VIPs, an egocentric frame of
reference is more effective [18]: due to the visual feedback deficit, it is indeed
difficult for VIPs to match their smartphone’s coordinates to their egocentric
coordinate system.

An egocentric frame of reference would therefore seem more suitable for a
SSD guiding a visually deprived person to a target. The best frame of reference
could be the finger because the hand is central in an object reaching task. Here
we express the deviations with respect to the hand that has to reach the object
and not with respect to the sensor that provides the raw spatial data.

1.2 Sonic guidance

Among the spatial information that can be sent to the user, the challenge is
to provide the most useful and simple elements. Two categories of sounds can
be used to convey spatial information: verbal description or sonification. Ver-
bal description in a guidance task may correspond to instructions such as "turn
right", "turn left", etc [4, 5, 11, 19, 22, 23, 28]. However, verbal instructions are
considered slow and cumbersome [13] since they disrupt the perception/action
loop. Indeed, if the user moves the sensor too quickly, at the end of the verbal
instruction, it may no longer be valid. Sonification, on the other hand, is the use
of nonverbal sounds to convey information or perceptual data [16]. There are
two kinds of sonification [16]. Spatial sonification consists in using the natural
capacities of the auditory system to locate the position of a target by virtually
rendering its position. This is a technique used in [5, 9, 10, 13] to localize the
target on the horizontal plane. Some [5, 9–11, 13, 23] also rely on non-spatial
sonification, which uses the physical characteristics of sounds, such as pitch,
intensity, tempo, brightness, etc., to convey guidance information. The link be-
tween the input visual data and the output sounds is therefore metaphorical.

In their research on the process of sonification design for guidance tasks,
Parseihian et al. [17] found an improvement in distance perception with non-
spatial sonification compared to spatial sonification. They also advise to adapt
the sonification strategy to the goal of the guidance task. Indeed, they found
that participants in a target reaching task were more accurate with "strategies
with reference" (adding a sound reference corresponding to the target) than
with "basic strategies" (based on varying the basic perceptual attributes of the
sound), whereas they were slower with "strategies with reference."

In their work on sonification in three-dimensional space, Ziemer et al. [24–
27] identified several requisites for creating an accurate guidance system. One of
them is to integrate the three spatial dimensions into a single auditory stream;
another one is to allow them to be perceived orthogonally. Perceptual orthogo-
nality means that if two information variables are sonified simultaneously, both
can be interpreted, and if one variable changes, the change in sound can be
attributed to its corresponding continuum and unambiguously interpreted. It
should be taken into account that physically independent sound parameters are
not necessarily orthogonal in perception (e.g., pitch and intensity). They also
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recommend using continuous dimensions and having a high perceptual resolu-
tion (which can be measured by the just-noticeable difference).

While considering these criteria, the user’s cognitive load must also be taken
into account. The criteria cited by Ziemer et al. [24–27] allow for the creation
of a very precise sound guidance, but a balance must be struck between pre-
cision and ease of use for the user. Indeed, Ziemer et al. [24–27], taking these
criteria into account, created a sonification with a single auditory stream but
five psychoacoustic quantities varying continuously along the three dimensions.
Having a single stream allows one to hear all the information at once, which
allows precise guidance but could also be overwhelming and produce cognitive
overload.

To obtain an efficient 3-D guidance but also to decrease the cognitive load
and have a comfortable device, choices between parsimonious and explicit infor-
mation have to be weighed:

– Encoding the three spatial dimensions explicitly (which requires to use sev-
eral auditory metrics) OR reducing the number of encoded dimension to
minimize the amount of information to be processed. In the latter case, the
user must infer the implicit information from the information provided.

– Using a single auditory stream for the three dimensions to have all the in-
formation at once (no need to switch attention) OR using several separate
streams to reduce the amount of information on each stream. In the latter
case, the user needs to switch attention between streams.

– Using continuous OR using discrete scales.

Taking into account these different choices and the literature on the subject,
we created three sound metaphors, which we compared in pairs:

– Comparison 1: Angle-to-Pitch (AP) VS Binary (BI). BI gives only binary in-
formation: sound when pointing in the right direction VS no sound. Studies
have shown that simple binary sound cues are enough to create a guid-
ance system [12]. AP gives a directional deviation in angle from the target,
expressed by the pitch of the sound, in continuous scales. A single sound pa-
rameter is used to express a single global 3-D spatial metric. Each dimension
can be inferred by the action-perception loop. AP has several qualities high-
lighted by Ziemer et al. [24–27]: dimensions integrated into a single stream,
high perceptual resolution (pitch), and continuous scales. But the dimensions
are not orthogonal: a single sound parameter is used to encode direction on
both vertical and horizontal axes. It could imply more efforts to interpret the
sonification, and thus a higher cognitive load. To avoid this, the directional
deviations on the two axes can be separated into two parameters on a single
sound stream, as suggested by Ziemer et al. [24–27]. But integrating several
sound parameters on the same stream can lead to interpretation errors and
cognitive overload.

– Comparison 2: AP VS Dissociated Vertical-Horizontal (DVH). With DVH,
the deviation on the horizontal axis are coded on a continuous scale, by the
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pitch of the sound. The deviation on the vertical axis is coded binary by
the presence of a white noise of good height. Thus the two dimensions are
orthogonal, the user can interpret them separately, which should simplify
the sonification and make the guidance more accurate. The use of binary in-
formation should further facilitate the sonification and decrease the amount
of data to integrate and therefore the cognitive load.

To compare these three metaphors we conducted "hot and cold game" type
tests in a 3-D environment. Participants, with eyes closed, moved to search and
reach virtual spheres with their index finger. Each metaphor was evaluated by
the time taken to reach the target and by a questionnaire.

In the following, we will present the material and method used to conduct
this experiment, along with the results, which we will discuss.

2 Methods

2.1 Participants

We conducted two comparisons. For Comparison 1, fourteen sighted participants
and one VIP performed the target-reaching task with the first two metaphors: BI
and AP. For Comparison 2, eight other sighted participants and one other VIP
participant compared the AP metaphor and the DVH metaphor. Most partici-
pants were students participating for course credit, others were volunteers (other
students, friends, and relatives). All gave informed consent before participating
in the study.

2.2 Engineering

Tests take the form of a virtual game consisting in reaching spheres in a 3-D
space with one’s index finger (see Fig. 1). A Qualisys optical motion capture
system locates reflectors fixed on the participant’s body. Coordinates relative to
the finger and elbow positions are transmitted from the acquisition computer
running Qualisys Track Manager (QTM) to the pilot computer through the
Virtual Reality Peripheral Network (VRPN) protocol. In the pilot computer, our
C++ control software: 1) immerses the participant into the virtual environment
together with the target, using the OpenScene Graph (OSG) 3-D toolkit; 2)
computes spatial metrics used in sound conversions; 3) transmits them to the
PureData sound system, running on the same computer, which synthesizes the
sounds accordingly and sends them to the participant; 4) drives the experimental
protocol.

The target is a sphere of 30 cm diameter that can be positioned at 27 dif-
ferent locations on a 3*3*3 grid of 82 cm steps in x, 1.35 cm in y and at three
different heights in z: 70 cm; 110 cm; 150 cm. A test block consists of a series
of 6 consecutive targets to reach, positioned semi-randomly to ensure that the
participant always travels a minimum distance between targets. The sequence
ensures that the three x; y; z coordinates of the spheres vary between each trial.
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Fig. 1: Photomontage showing the reflectors used to capture the position of the
participant’s limbs, the virtual spheres’ position (the red sphere being the tar-
get), and BI, AP and DVH metaphors’ metrics. The target sphere is located at
one out of 27 possible locations. The points O (elbow) and P (index finger tip)
determine the direction pointed by the participant. With BI, a white noise is
triggered when the line OP intersects the target (θ null). With AP, the sound’s
pitch additionally varies according to θ not null. With DVH, the sound’s pitch
varies according to θh, and a white noise is triggered when P is at the same
height as the target.

2.3 Participant’s Equipment

During the experiment, the participant was equipped with (see Fig. 1):

– Objects with reflectors mounted on them, located by the Qualisys system.
They are positioned on anatomical segments corresponding to points O and
P located in the frame of reference. A wrap around the finger places point P
at the tip of the index finger. An armband places the point O at the elbow.
The −−→

OP vector defines the direction of the participant’s pointing.
– A bone conduction headset (Aftershokz Sportz3) connected to a receiver box

(Mipro MI909R) to receive the sound feedback.
– A miniature keyboard (iclever Rii 2.4 GHz L * l * h = 151 * 59 * 12.5 mm)

to start the next trial once the target has been reached.
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2.4 Spatial metrics

Several features are extracted from the scene to be transcoded into sounds (see
Fig. 1). To compare different sound metaphors, we need to compute different
geometric quantities.

For the BI metaphor and the AP metaphor, the extracted geometric features
are as follows:

– The angle θ = P̂OT which corresponds to the angle formed by the lines OP
and OT (angular deviation).

– The distance d = [PT] (distance deviation).

For the DVH metaphor, we used two additional features:

– The angle θh = ̂POTh, which corresponds to the projection of the angle θ
on the horizontal plane parallel to the ground (angular deviation)

– The height difference ∆Z = |zP - zT |, which corresponds to the projection
of the distance [PT] on the vertical axis Z (distance deviation).

These features allow us to dissociate the deviations on the horizontal and
vertical axes for the DVH metaphor.

O and P define the direction of the participant’s pointing and their distance
to the target. For the AP metaphor, we used a polar coordinate system. However,
in classical polar coordinates, the angle between the pointed direction and target
direction is considered from the same origin O. It is the case in most studies in
which the camera is used to estimate both the angle and the distance to the
target [4, 11, 19, 23]. Here, we dissociated O and P . O is used to estimate the
orientation of the angle θ, while P is used to estimate the distance to the target
(see Fig. 2). We could have used O to estimate the distance, but in this target-
reaching task with the hand, the distance is intuitively considered null when the
finger touches the target.

2.5 Sound metaphors

We transcoded the deviations in angle and distance from the target into sound
parameters. The metaphors tested were as follows:

– BI (Table 1): When the participant points in the direction of the target (if
the OP line intersects the target), white noise is generated. Otherwise, no
sound is generated.

For the AP and DVH metaphors, the extracted spatial information is encoded
by generating a sinusoid that varies in pitch. When the angle θ exceeds 90°, the
sinusoid is no longer generated, allowing the participant to know that the target
is behind them.
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Fig. 2: Representation of classical polar coordinates versus natural pointing. (a)
Natural pointing: angle θ has for origin O, and distance d has for origin P . (b)
Classical polar coordinates: angle θ and distance d have the same origin O.

– AP (Table 2): The sinusoid’s pitch f varies on a continuum from fmin = 110
Hz for θmax = 90◦ to fmax = 440 Hz for θmin = 5◦ so that (1) no sound is
delivered from the rear (2) f is in the audible spectrum while avoiding higher
pitches that are harsh in a constant stimulus. The angle-to-pitch conversion
follows Steven’s psychophysical law [21], a power law function:

log(f) = A ∗ log(θ) +B

with :

A = [log(fmax)− log(fmin)]/[(log(θmin)− log(θmax)] = 0.48

B = log(fmin)−A ∗ log(θmax) = 6.86

The intensity is constant. White noise is superimposed on the sinusoid when
the OP line intersects the target (as for BI).

– DVH (Table 3): This metaphor dissociates the horizontal and vertical axes.
The sinusoid’s pitch varies according to the same conversion function as for
AP, but according to angle θh which is the projected angle θ on the horizontal
plane. The horizontal dimension is thus coded by the pitch, while the vertical
dimension is coded by the activation of white noise when the participant
points at the same height as the target position, i.e. when ∆Z < 15cm (i.e.
the radius of the sphere). The intensity is constant.

2.6 Protocol

The experiment takes place in the motion capture space described above. Partic-
ipants must find several targets presented in succession. Each participant makes
one of two comparisons (BI VS AP or AP VS DHV). The experiment begins
with a training phase, consisting of a block of six trials per metaphor. During
this phase, the participant receives explanations from the experimenter on the
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Table 1: Sound parameters of the metaphor BI
Pitch White noise

Horizontal
Vertical

OP intersects
the target

Table 2: Sound parameters of the metaphor AP

Pitch White noise
Horizontal θmin = 5°, θmax = 90°

fmin = 110 Hz, fmax = 440 Hz
OP intersects

the targetVertical

Table 3: Sound parameters of the metaphor DVH

Pitch White noise

Horizontal θhmin = 5°, θhmax = 90°
fmin = 110 Hz, fmax = 440 Hz

Vertical ∆Z<target’s radius

difficulties that may arise and how to overcome them. The session continues
with the completion of four experimental blocks alternating the two metaphors.
The order of passage of the metaphors is counterbalanced between the partici-
pants. Each experimental block is preceded by a refreshment block of the next
metaphor. Each participant takes as many trials as necessary, and indicates when
ready to start the test block.

Each block takes place as follows: the participant stands in the center of the
room and closes their eyes. The participant starts the first trial as soon as they
are ready by pressing the marked N key on the mini-keyboard. A start-up sound
indicates the beginning of the trial. The sound feedback is triggered and changes
according to the participant’s movements, depending on the sound metaphor
used. For the three metaphors, a buzzer (square signal) is triggered when the
participant’s finger passes the target ([OP] > [OT]). When the pointer P enters
the target (d < 15 cm), only white noise is triggered, which intensity is stronger
than the white noise of good direction or good height. When P stays inside the
target for 400 ms, a sound indicates the victory and the end of the trial, and the
sound feedback is switched off. The trial is interrupted if the participant does not
reach the target within the 180-second limit, and a bell sound indicating defeat
is triggered. After each trial, the participant stays on the spot and starts the
next trial with the keyboard. It continues until all six trials in the experimental
block are completed.

At the end of the experiment, the participants filled out a questionnaire.
They were asked their general opinion about the experiment, the challenges
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they encountered and to rate on a Likert scale each of the two metaphors on
three aspects: ease, comfort and efficiency.

3 Results

3.1 Quantitative assessment

Fig. 3: Mean target-reaching times for each metaphor comparison. The white
disks represent the average times obtained by visually impaired participants
(VIP, one for each comparison). The bars represent the 90% confidence interval.

To compare metaphors, we measured our participants’ objective performance
by the time taken to reach the target. Since our response variable (time to target)
is a duration with a skewed distribution, the Cox model appeared the most
appropriate [7]. It allows us to analyze repeated measures without averaging
the data for each participant, so it accounts for intra- and inter-participant
variability. To perform our analyses, we used the coxph function in the Survival
package of R software.

Comparison 1 (BI vs. AP): As shown in Fig. 3 (left) participants were 29
seconds faster on average with AP (M = 27.70 s; SD = 12.27 s) than with BI
(M = 56.68 s; SD = 33.78 s) (z = -10.41; p < 0.001).

Comparison 2 (AP vs. DVH): As shown in Fig. 3 (right) participants were
10 seconds faster on average in the DVH condition (M = 19.70s ; SD = 10.77s)
than in the AP condition (M = 29.85s ; SD = 17.70s) (z = 4.80 ; p < 0.01).
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As we only had one visually impaired participant per metaphor comparison,
their results are not included in the analyses. However, we can observe that the
pattern of their results is similar to those of the sighted participants, with shorter
reaching times for AP than for BI, and for DVH than for AP. Their results are
represented by white circles in Fig. 3 and 4.

3.2 Subjective rating

Fig. 4: Distribution of scores about efficiency, comfort, and ease-of-use for each
metaphor comparison. The white circles represent the scores made by visually
impaired participants (VIP one for each experiment).

Participants also gave a score to each metaphor on three criteria: efficiency,
comfort, and ease. For each of the three criteria, we want to explain the form
and intensity of the relationship between the score and the metaphor. The score
takes as value an integer. We chose to look at the probability distribution for the
values taken, and thus consider the score as an ordinal categorical variable. We
performed an ordinal regression, using the clm() function of the ordinal package
of the R software.

Comparison 1 (BI vs. AP): According to the scores given to each metaphor
(see Fig. 4, left), AP is considered to be more comfortable than BI (z = -56.62,
p < 0.001), more efficient (z = 2.74, p < 0.01) and easier to use (z = 3.02, p <
0.01).

Comparison 2 (AP vs. DVH): The task was considered easier with DVH
than with AP (see Fig. 4, right) (z = -2.29; p = 0.02).

The scores given by the visually impaired participants are similar to those
given by the sighted participants, with better scores for AP than for BI and
better scores for DVH than for AP.
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4 Discussion

Our goal was to create the most efficient and ergonomic sound guidance device
possible to assist VIPs in target-reaching tasks. Most of the time, distance be-
tween the user and the target is calculated from the sensor, often a handheld
or head-mounted camera. Here, the frame of reference is the participant’s own
body, a more natural egocentric frame of reference that is appropriate for the
task and the user.

We created three sound metaphors taking into account advice from the lit-
erature to design accurate sound guidance, but also considering the cognitive
load placed on the user. We tested these metaphors in pairs on a virtual target
reaching task with the hand. The participants’ performance was measured by
the time to reach the target, and their evaluation of each metaphor was collected
by a questionnaire.

We first compared BI, which gives a binary information of good direction,
to AP, which gives a direction deviation in angle with respect to the target,
expressed by the pitch of the sound in a continuous scale. The results showed
the superiority of AP over BI in terms of speed, ease, comfort and efficiency.
Transmitting only binary information about the direction is not enough. There
is an advantage in giving the deviations to the target in the way of a hot-cold
game. With BI, the participant has to scan the space for audio information
and has to make a lot of unnecessary movements to effectively scan the area.
AP quickly and effortlessly provides information on a 3-D spatial metric that
separates the participant from the target. AP has several qualities identified
by Ziemer et al. [24–27], but its dimensions are not orthogonal. Indeed, a single
sound parameter is used to encode direction on both vertical and horizontal axes.
We observed that the subjects wandered around a target when they were close
to it when using AP. This problem could be due to the lack of orthogonality of
the dimensions. At a distance, 3-D angle variations originated essentially from
movements on a horizontal plane, while vertical components could be neglected;
at proximity, both azimuth and elevation deviations contributed to the same
sound continuum. A confound of the gravity axis and the horizontal plane is not
consistent with the embodied representation of space [3, 6]. Action-perception
loops allow inferring components along either axis with AP, but at the cost of
an additional cognitive load. Such cost was alleviated using the DVH metaphor.

Indeed, in a second step, we compared AP to DVH, a metaphor whose devi-
ations on the horizontal axis are coded on a continuous scale by the pitch of the
sound, while the deviations on the vertical axis are coded in a binary way, by
the triggering of white noise of good height. The results showed the advantage
of DVH: participants were faster and found this metaphor easier than AP. With
DVH, the two dimensions are orthogonal: the participant can interpret them
separately. They are separated into two streams, which overlap only when the
correct height is reached. The white noise of right height is an additional flow
containing binary information, it does not require one to divert one’s attention
from the other flow to interpret it. Using binary information simplifies the soni-
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fication, reduces the amount of information to be integrated, and decreases the
cognitive load.

The results of this second comparison with a metaphor that dissociates hor-
izontal and vertical axes are consistent with those of [10], a study in which
target-reaching times were shorter with a sound indicating the elevation of the
target (added to spatialized sound). However, this experiment was conducted by
moving an avatar in a virtual world, making it impossible to compare the la-
tencies with our study. On the contrary, in [13], the participants were physically
moving in a 3*3 m room while being immersed in a virtual environment thanks
to a Virtual Reality (VR) headset. The target position on the horizontal axis
was coded by spatialized sound and on the vertical axis by sound frequency. The
average latency to reach the target was 25 s. We obtained comparable latencies,
with 19.70 s for DVH and 29.85 s for AP.

5 Conclusion

Sightless participants reached a target faster and preferred to be guided acousti-
cally by directional deviations from the target than by the right direction only.
These advantages are enhanced when the vertical and horizontal dimensions are
given by two distinct sound streams. Visually impaired participants behaved
similarly to blindfolded ones. Effective sonification of target guidance requires a
balance between overly detailed - or strictly necessary - information to achieve
sufficient accuracy without creating cognitive overload. The first comparison AP
VS BI shows the benefit of additional information over a more parsimonious
metaphor. The benefits of DVH that explicitly dissociates the two axes, allevi-
ates the participant from the cognitive load to do it oneself; the load is further
reduced by converting verticality into binary information [2], which has shown
sufficient to guide someone to a target [12]. The DVH metaphor is a good trade-
off between parsimonious (use of binary information) and explicit (dissociation
of the two axes) guidance. It is a first step towards smartphone SSDs applications
to help find objects in a situation of visual impairment.
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