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Abstract— Pervasive computing allows the provision of 

services in many important areas, including the relevant and 

dynamic field of health and well-being. In this domain, Human 

Activity Recognition (HAR) has gained a lot of attention in recent 

years. Current solutions rely on Machine Learning (ML) models 

and achieve impressive results. However, the evolution of these 

models remains difficult, as long as a complete re-training is not 

performed.  To overcome this problem, the concept of Continual 

Learning is very promising today and, more particularly, the 

techniques based on regularization. These techniques are 

particularly interesting for their simplicity and their low cost. 

Initial studies have been conducted and have shown promising 

outcomes. However, they remain very specific and difficult to 

compare. In this paper, we provide a comprehensive comparison 

of three regularization-based methods that we adapted to the 

HAR domain, highlighting their strengths and limitations. Our 

experiments were conducted on the UCI HAR dataset and the 

results showed that no single technique outperformed all others 

in all scenarios considered.  
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I. INTRODUCTION  

Pervasive computing has imposed itself in our lives for 
several years now and allows the provision of services in many 
important areas such as building management, industrial 
production, or driving and transport assistance [1]. A 
particularly relevant and dynamic field is that of health and 
well-being. There, the use of intelligent sensors worn or 
inserted in the living environments allows to collect relevant 
information, to conduct analysis, to give advice, and even to 
act on some physiological parameters if needed. Human 
Activity Recognition (HAR) belongs to this latter domain. Its 
purpose is to automatically determine basic activities of a 
person (like standing, walking, running, etc.) which, if 
contextualized, allow to infer more complex activities (like 
dining, cooking, playing, etc.). The most popular approach 
today to implement an HAR application, because it is not very 
intrusive as opposed to cameras, is the use of wearable devices 
such as smartphones or smart watches. Data from 
accelerometers and gyroscopes is usually used to feed a (deep) 
machine learning model (ML). Results obtained today, mainly 
in controlled conditions, are of high quality and the state of the 
art is regularly improved.  

An important challenge, however, is that models must be 
adapted to the characteristics of the clients (how they walk, 

run, stand, etc.). This need for adaptation is not limited to the 
initial deployment phase of the models, but continues 
throughout their life cycle. This is due to the physical evolution 
of the subjects, who for example can be affected by a disease 
or age [2].  Updating a model with new data is however a 
difficult exercise, especially when the additional data is non 
IID (Independent and Identically Distributed). 

If it is fine-tuned sequentially over time, a model tends to 
give excessive weight to new data, and progressively forget 
older data. This problem of not being able to recognize initially 
learned labels when new labels are integrated in the training 
process is known as “Catastrophic Forgetting” [3]. An existing 
solution to preserve old knowledge is to regularly perform 
complete retraining with all the data, old and new. This 
approach is expensive and risky. It requires important 
computational and storage resources, and is time consuming. It 
also requires personal, sensitive information to be sent up to a 
cloud since the devices generally do not have the necessary 
capabilities. This clearly raises security and privacy concerns.  

An alternative method to deals with catastrophic forgetting 
is called Continual Learning (CL) [4,5,6]. This approach seeks 
to retain the accuracy of a ML model in class-incremental 
scenarios where new classes are sequentially added for 
training. Here, we focus on a family of CL algorithms known 
as regularization-based because they are simple and compatible 
with limited computational resources. These methods use 
previous version of a model to maintain accuracy on all 
classes. Specifically, they add terms to the loss function that 
penalize the model for forgetting earlier knowledge. Initial 
studies have been conducted and have shown promising 
outcomes [7,8]. However, they remain specific and difficult to 
compare.  

In this paper, we evaluate three regularization methods to 
analyze their strengths and weaknesses on the HAR domain. In 
Section 2 we present the context of HAR and the related work 
regarding continual learning. In Section 3, we describe the 
different methods and the methodology used to evaluate them. 
Section 4 presents our results and, finally, we conclude in 
Section 5 and sketch our future work 

II. RELATED WORK 

Continual Learning (CL), also called lifelong learning or 

online machine learning, is the ability of a model to learn 



continually from an infinite stream of data, gradually 

integrating new acquired knowledge into old knowledge [9]. 

Going back to our HAR use case, the idea behind CL is to be 

able to learn new activities or new ways to perform activities 

(data drift). Previous studies primarily focused on the 

adaptation of the model to the continuously changing activities 

of people. In [10], Gjoreski and Roggen used the 

agglomerative clustering technique to cluster the real-time 

sensor data. With the use of temporal constraints, the new 

incoming data will be clustered as an anomaly if it does not 

belong to any existing clusters. However, this method can lead 

to many unnecessary clusters resulting from the constant 

updates of new activities from users. To address this issue, 

Cheng et al. introduced in [11], the use of the knowledge-

driven model, which contains the semantic relationship 

between user activities and sensor attributes from 

accelerometer data, to recognize a new activity in the case of 

small-scale training data. After a new activity is added to the 

training, the new attributes and their relationship to the 

existing activities will be recorded by the domain experts 

manually. However, this method requires a great re-

engineering effort as the core process is conducted manually 

by the domain specialists. On top of that, the ML models also 

need to be rebuilt or re-trained from scratch when extending 

the new activities.  

More generally, continual learning methods have been 

categorized into three main families [12]: regularization-based 

methods, replay methods, and parameter isolation methods. 

Replay methods store samples from each training task in 

either raw format or pseudo-samples to be used as the inputs 

in the next training task, which is essential to avoid forgetting 

when training on a new task. iCarl [13] stores exemplars, i.e., 

a subset of samples with the best approximate means of each 

class, to represent the information from the previous classes. 

The exemplars are then used as additional inputs to the new 

training task to retain the good accuracy on the classes from 

previous tasks. To overcome the problem of overfitting that 

iCarl is prone to, GEM [14] proposed to constrain the updates 

of the new task without affecting the previous tasks through 

the estimated gradient direction projection on the feasible 

region using first-order Taylor series approximation. 

However, storing the sample data requires large storage space, 

and affects user privacy.  

Parameter isolation methods create or freeze different 

parameters for each model training to avoid forgetting. For 

example, when the new tasks are different from the previous 

tasks, new neuron branches are created in the network, and the 

parameters from the previous tasks are frozen, making task-

specific components of the network [15]. However, parameter 

isolation methods have the problem of scalability, leading the 

complexity of the architecture to grow larger along with the 

increasing number of learned tasks.  

Regularization-based methods use regularization term in 

the loss function to avoid forgetting. The aim is to retain the 

knowledge from the previous training when adding new data 

without having to modify the network architecture. Li and 

Hoiem proposed Learning Without Forgetting (LwF) [16]. 

This uses the probabilistic output from the previous model to 

transfer the knowledge to the new task. This method depends 

heavily on the relevance of the training tasks as it uses the 

direct output from the previous task to transfer knowledge. To 

alleviate this issue, [17] proposed Elastic Weight 

Consolidation (EWC). EWC estimates the importance of the 

parameters using the posterior distribution with a Bayesian 

approach. It penalizes the model when there is a significant 

change to those important parameters in the new task. Despite 

this specialization of EWC, this algorithm has shown 

drawbacks when learning new classes incrementally as shown 

in [18]. As EWC and LwF work in different aspects of the 

model training, Kim et al. proposed in [19] the combined 

model of EWC and LwF. 

III. EVALUATION 

We have implemented the three techniques mentioned here 

before and applied them to our HAR use case. To assess the 

results, we have followed the evaluation of class-incremental 

methodology where we begin by performing two-class 

classification, and add one different class in each round. In our 

study, an activity is referred to as a class while a collection of 

one or more activities added each round is described as a task. 

We implement 6 rounds of local training for the evaluation of 

LwF, EWC, and EWCLwF. 

A. Regularization Methods 

LwF uses knowledge distillation (KD) loss as a 
regularization term, transferring the knowledge from teacher to 
student model. Distillation loss is described by (1), where  

is defined as the number of classes,  the prediction logits of 

the teacher model,  the prediction logits of the student 

model for an old class label . 

  
 

The temperature-scaled logits for both teacher and student 
model are computed as shown in (2), where T is the 
temperature scaling parameter. 

 and   (2)        

With the use of the softmax cross-entropy for the 
classification loss   from the student model, the final loss in 
LwF is the combination of the classification loss and the 
knowledge distillation loss denoted as (3): 

                  (3) 

where α is a scalar which regularizes the influence of each 
term.  

EWC estimates the importance of the model parameters  
with the posterior distribution  of the parameter 
given the whole dataset illustrated in (4), where  
refers to the conventional loss for task B,  the 



important parameters of task A, and  the 
distribution of the dataset in task B. 

  

However, since the true probability  is 
intractable, it can be estimated with Laplace approximation as 
a Gaussian distribution with a diagonal precision matrix 
determined by the Fisher Information Matrix (FIM). The loss 
function of EWC is written in (5), where  is the loss of the 
new task B, λ refers to the importance of the old task A to task 
B, ( ) refers to the changes of the important 

parameters in task A after training on task B, and  is the 
diagonal FIM for each task  . 

  

EWCLwF was proposed to combine EWC and LwF. The 
loss function is denoted in (6): 

    (6) 

where   is the total loss of the LwF and is the 
total loss from the EWC method. 

B. Metrics 

To evaluate the model specialization, we use the overall 
average accuracy, the average accuracy at a specific task, and 
forgetting [20].  

Overall average accuracy: The average accuracy of the 
model on classes which were already learned by the model. 

  

where the accuracy  is calculated on classes which have 
been already learned between round 1 and round . 

Average accuracy at task t: The average accuracy of the 
model on task d after training on task t. 

  

  

where  is calculated by taking all the examples of 

classes corresponding to an old task d from the test set, then 
calculating the accuracy of the model on them after learning a 
new task t. 

Forgetting: The average forgetting of the model on task d 
after performing the task . The higher  is, the more model 
forgets. 

  

 

C. Dataset 

The UCI HAR dataset contains the data of six activities 

from 30 volunteers. Each activity contains 128 recordings 

from the accelerometer and gyroscope for the x, y, z axes. The 

six activities and their labels in the data are described as 

follows: Walking (0), Walking Up (1), Walking Down (2), 

Sitting (3), Standing (4), and Laying (5). The dataset contains 

10299 records with 561 feature vectors with time and 

frequency domain variables.  

In order to provide a deeper understanding of the dataset, a 

t-SNE analysis [21] on the last dense layer before the final 

activation of a pre-trained CNN model using 960 samples was 

conducted. In Fig. 1, we present a visualization using 160 

random samples from each class. It can be seen that “Laying” 

is clearly separated from other classes while walking-related 

activities stay in the same cluster, displaying similar 

characteristics between activities. Additionally, “Sitting” and 

“Standing” are also located near each other, forming another 

cluster in the dataset. 

D. Evaluation Process of Regularization Methods 

Python 3 has been used in this experiment along with 

TensorFlow 2. We used a CNN model architecture from a 

previous study [7] which includes 196 filters of a 16x1 

convolution layer followed by a 1x4 max pooling layer, then 

1024 units of a dense layer, and a softmax layer with SGD 

optimizer. The initial weights for the CNN model were 

obtained by pretraining the previous study CNN model on a 

well-balanced dataset of 10 examples per class. We used 

dropout rate equal of 0.5, and batch size B =32 to both LwF 

and EWC. The learning rate of [0.001, 0.01], α = 0.1 and T=3 

is set for LwF part, while the learning rate of [10-5, 5x10-3], λ 

= 5 is defined for EWC part. We trained the model with the 

class-incremental method for 6 rounds, starting with two 

classes by learning the same classes with different data for 2-3 

rounds before adding another class for the remaining rounds. 

The size of the training data for each round is 120 for each 

class.  

 
Fig.  1. t-SNE Analysis of UCI HAR Dataset 



In order to study how each method performs, the following 

three scenarios were considered:  

• Scenario 0: Learning similar activities before 

switching to a completely different activity.  

• Scenario 1: Learning different types of activities 

continuously.  

• Scenario 2: Learning similar activities continuously.  

More information is given in Table I. 

TABLE  I. TRAINING SCENARIOS OF CL ALGORITHMS 

 

IV. RESULTS AND DISCUSSION 

A. Evaluation of Regularization Methods 

Scenario 0: The results show that EWC has the highest 
average accuracy and the lowest forgetting in the final round as 
the class from the new cluster is added to the model after 
learning the two similar classes as shown in Table II. 

TABLE  II. AVERAGE ACCURACY (A), ACCURACY BY TASKS (A1-3), AND 

FORGETTING BY TASKS (F2-3) OF SCENARIO 0 

 

 In addition, the accuracy by classes also displays how EWC 
could retain the previous knowledge better in this situation 
with the higher accuracy after the class from a different cluster 
is added, which is shown in Fig. 2. 

 

Fig.  2. :  The accuracy by class in each round of Case 1 in Scenario 0 

Scenario 1: According to Table III, after training with two 

different classes for 3 rounds, another class from another 

different cluster is added. The results show that EWCLwF has 

the best performance with the highest average accuracy and the 

lowest forgetting. 
TABLE  III. AVERAGE ACCURACY (A), ACCURACY BY TASKS (A1-2 ), AND 

FORGETTING  (F2 ) OF SCENARIO 1 

 

From Fig. 3, with more different classes added to the 
training, the performance of EWC started to decrease, and so 
does its forgetting. Consequently, this performance showed a 
similar outcome as the result in [12], suggesting the weakness 
of EWC over the long-term as FIM is approximated after 
optimization of the task, inducing gradients near zero. As a 
consequence, the regularization strength is initially very high 
and lowered only to decay stability. 

 
Fig.  3. The accuracy by class in each round of Case 1 in Scenario 1 

Scenario 2: From Table IV, LwF has outperformed the 

other two algorithms when learning similar classes. With the 



support from the teacher model and a direct input-output 

relationship from the previous training, LwF has shown the 

highest accuracy while maintaining the lowest forgetting after 

the training. Additionally, LwF also has better accuracy on 

each class after a class from the same cluster is added in the 

new round than the other two regularization-based methods as 

shown in Fig. 4. 

TABLE  IV. AVERAGE ACCURACY (A), ACCURACY BY TASKS (A1-2), AND 

FORGETTING (F2) OF  SCENARIO 2 

 

 
Fig.  4. The accuracy of the model by class in each round of Scenario 2 

B. Discussion 

From our experiments, it appears that there is no clear 
winner for all scenarios. Indeed, when switching activities 
during learning (Scenario 0), EWC showed the best 
performances; when learning different types of activities 
continuously (Scenario 1), EWCLwF performed best; and, 
when learning similar types of activities continuously 
(Scenario 2), LwF outperformed the other methods. To explain 
the difference in performance, we can look at the problem 
under the plasticity-stability dilemma 1  prism.  On the 
plasticity-stability axis, LwF leans on the stability side since it 
is a technique that directly penalizes changes in the network; 
EWC is more on the plasticity side since it tries to find 
parameters that achieve good compromise between different 
tasks; and, EWCLwF combining both lies somewhere in the 
middle. Then, Scenario 0 having a drastic change in activities 
needs a very plastic method; Scenario 2 however, having only 
very similar activities is served best by more stable methods; 
and, Scenario 1 having consistently diverse activities needs a 
trade-off between plasticity and stability. 

 
1 This dilemma relates to the fact that in order to integrate new knowledge a network 

needs to be plastic, i.e. be able to change its parameters to learn effectively. However, to 

retain knowledge, a network should be stable, i.e. be able to keep its parameters 

compatible with already acquired knowledge. 

Our results revealed the problem of no universally good 
regularization method to effectively perform CL in HAR in 
various scenarios. Although we experimented in a single 
dataset, UCI is a balanced dataset known in the HAR 
community as an entry level challenge. We thus believe that 
the problem will only be exacerbated on more complex 
datasets.  

 One research avenue to this problem could be the 
combination of regularization and replay methods which can 
be more all-purpose since the latter have access to some store 
data. To overcome store space limitations, replay methods 
could be based on learned data generator as in [22]. Although, 
learning this generator comes with its own challenges. Another 
research avenue could be to dynamically switch between 
several regularization methods. To switch efficiently, one have 
to automatically identify the scenario in which the learning is 
performed. 

V. CONCLUSIONS AND FUTURE WORK 

In this paper, we evaluated three regularization algorithms 
on their strengths and weaknesses in different scenarios in the 
HAR domain. Results have shown that while EWC helped the 
model coping with classes from different clusters occasionally, 
EWCLwF improved the weakness of EWC in the long-term 
single method implementation. On the other hand, LwF was 
more specialized in training similar classes.  

In future work, we would like to investigate a dynamic 

learning technique that can help the model deal with a variety 

of classes that the model has not seen before by maintaining 

accuracy while keeping the forgetting low in class-incremental 

scenarios. To do so, a research avenue is to study and exploit 

the strengths and weaknesses of each CL method depending on 

the scenario. Thus, we could first answer to the problem of 

coarsely clustering the stream of input classes. Secondly, a 

meta-learner could adapt and choose which strategy in the 

portfolio of state-of-the-art CL approaches to use depending on 

the found clustering. 
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