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Preface

Our aim in writing this book is to present a clear introduction to algebraic number theory at
the upper undergraduate/graduate level. The �rst chapters are devoted to elementary Galois
theory, which plays a fundamental role in algebraic number theory. Usually the Galois theory
needed in algebraic number theory is con�ned to a reference or a brief appendix. We feel it is
useful to have a good traitment of this material at hand. Naturally, there are important parts of
Galois theory, for example radical extensions and inverse Galois theory, which we do not handle,
as they do not concern the main subject of this text.

After this preliminary work we turn to the study of algebraic number �elds, i.e., �nite
�eld extensions of the rationals, presenting basic results such as the Kronecker-Weber theo-
rem, Dedekind's di�erent theorem, Dirichlet's unit theorem, Hermite's theorem and Dedekind's
factorization theorem. We also introduce and study the class group of a number ring and estab-
lish the class number formula. In general, our proofs are detailed and we do not leave important
parts of proofs to the reader. This avoids tedious reading and frustration when faced with gaps
which the reader is often unable to �ll in.

As for required reading, we assume a good background in elementary algebra: semigroups,
groups, rings and modules over rings; in particular, the basic isomorphism theorems for groups,
rings and modules. We also assume a basic knowledge of Lebesgue integration and complex
analysis. Finally, we suppose that the reader is acquainted with fundamental number theory, for
example the rings of integersZn and the �nite �elds Fp. All this material is generally covered
in the �rst years of a mathematics program. Of course, where necessary, we give reminders;
however, as our aim is to reach a relatively high level in a moderately short text, we do not
spend too much time on elementary notions.

Unless otherwise mentioned, we will suppose that all rings are commutative with identity,
although we will often recall these assumptions.
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Chapter 1

Field Extensions

If E and F are rings, in particular �elds, then we say that E is an extensionof F , or F is included
in E , if there is a an injective ring homomorphism � , or monomorphism, from F into E . The
following result justi�es these terms.

Theorem 1.1 Let � be a monomorphism of the ringA into the ring B . Then there is an
extension �A of A and of � to an isomorphism of �A onto B .

proof If � : A �! B is an isomorphism, then there is nothing to prove, so we can suppose that
this is not the case. We set �A = A [ B n � (A) and then de�ne  : B �! �A by

 (y) =

(
� � 1(y) if y 2 � (A);
y if y =2 � (A):

� is clearly a bijection. We de�ne an addition �+ and a multiplication �� on �A by

x1 �+ x2 =  ( � 1(x1) +  � 1(x2)) and x1��x2 =  ( � 1(x1) �  � 1(x2)) :

It is easy to check that

 (y1 + y2) =  (y1) �+  (y2) and  (y1 � y2) =  (y1)�� (y2):

In addition  (1) = 1 . Thus �A with the operations just de�ned is a ring which is isomorphic to B .
What remains to be shown is that the operations �+ and �� restricted to A are the ring operators
+ and � of A. If � (x1) = y1 and � (x2) = y2, then

x1 �+ x2 =  (y1 + y2) =  (� (x1) + � (x2)) =  (� (x1) + � (x2)) = x1 + x2:

A similar calcuation gives x1��x2 = x1 � x2. Hence �A is an extension ofA and �� =  � 1 is an
isomorphism from �A onto B . 2

When the ring B is an extension of the ringA as de�ned above we will often write B=A.

We recall that, if F is a �eld, then the ring F [X ] of polynomials with coe�cients in F is a
PID (principal ideal domain). For f 2 F [X ] we write (f ) for the ideal generated byf , i.e.,

(f ) = f gf : g 2 F [X ]g;
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and Rf for the quotient ring F [X ]=(f ). The zero element of the quotient ring is (f ). Using
the euclidean algorithm we see that, if f 6= 0 , then every coset has a unique elementr with
degr < degf . A nonconstant polynomial f is irreducible if there is no pair of nonconstant
polynomials g and h such that f = gh; if such a pair exists, then we say thatf is reducible.

Proposition 1.1 The following statements are equivalent:

� a. Rf is a �eld;

� b. Rf is an integral domain;

� c. f is irreducible.

proof a. =) b. It is su�cient to observe that a �eld has no zero divisors.
b. =) c. Suppose that f is reducible. If f = gh, then (f ) = ( g + ( f ))( h + ( f )) . As neither
(g + ( f )) = ( f ) nor (h + ( f )) = ( f ) we have a pair of zero divisors, a contradiction. Thereforef
is irreducible.
c. =) a. If g + ( f ) 6= ( f ), then g =2 (f ) and, from what we have said above, we may suppose
that degg < degf . If gcd(g; f ) 6= 1 , then 1 � deg gcd(g; f ) < degf , a contradiction to the irre-
ducibility of f . Hencegcd(g; f ) = 1 and so there are polynomialss and t such that sg+ tf = 1 .
It follows that (s + ( f ))( g + ( f )) = 1 + ( f ), i.e., g + ( f ) is invertible. 2

If E is an extension ofF , then we may considerE as a vector space overF . The dimension
of E over F , which we write [E : F ], is called the degree of the extension. If[E : F ] < 1 , then
we say that the extension is �nite, otherwise we say that it is in�nite.

Exercise 1.1 If f : F �! E is a ring homomorphism, with F and E �elds, then show that f is
a monomorphism.

The next result is fundamental.

Theorem 1.2 If f 2 F [X ], with degf � 1, then there is an extensionE of F which contains a
root of f .

proof Let g be an irreducible factor of f . From the previous proposition we know that E = Rg

is a �eld. As the mapping � : F �! Rg; a 7�! a + ( g) is a monomorphism,E is an extension of
F . If g =

P s
k=0 ak X k and � = X + ( g), then in E

g(� ) =
sX

k=0

(ak + ( g)) � k = g + ( g) = 0 :

As g(� ) = 0 in E and g divides f , f (� ) = 0 in E . 2

Exercise 1.2 Let f; g 2 F [X ]. Show that gcd(f; g ) = 1 if and only if f and g have no common
root in an extension of F . Deduce that if f 6= g are nonconstant polynomials inF [X ], which are
monic and irreducible, then f and g have no common root in an extension ofF .

If E is an extension ofF and � 2 E , then we write F (� ) for the smallest sub�eld of E
containing F and � , i.e., the intersection of all sub�elds of E containing F and � . In fact, F (� )
is the collection of all fractions of the form f ( � )

g( � ) , where f; g 2 F [X ] and g(� ) 6= 0 . We also say
that F (� ) is the sub�eld of E generated byF and � .

9



1.1 Prime �elds

In this section we will show that every �eld can be considered as an extension of the rational
numbers Q or of a �eld Fp, for a certain prime number p. We begin with a preliminary result.

Proposition 1.2 Let R be a subring of a �eld F and K the intersection of all the sub�elds of
F which contain R. Then K = Frac(R), the �eld of fractions of R.

proof As R is is a subring of F , R is an integral domain and soF rac(R) is a �eld. We can
de�ne a monomorphism � from Frac(R) into F in the following way:

� (a) = a 8a 2 R and �
� a

b

�
= � (a)� (b) � 1:

We set L = Im � . Then L is a sub�eld of F containing R, henceK � L . In addition, if G is
a sub�eld of F which contains R, then G contains any element of the form� (a)� (b) � 1, with
b 6= 0 , becauseG is a �eld and � (R) = R. Therefore L � G. It follows that L � K . Thus
K = L � F rac(R). 2

The intersection of all the sub�elds of a given �eld F is itself a sub�eld of F , called the prime
�eld of F . Clearly F is an extension of its prime sub�eld.

Theorem 1.3 The prime sub�eld of a �eld F is isomorphic to Q or to Fp for some prime
number p.

proof Let � be the mapping of Z into F de�ned by � (n) = n:1, where 1 is the identity for
the multiplication in F . It is easy to see that � is a ring homomorphism. We write I = Ker � .
Then I is an ideal of Z and the factor ring Z=I is isomorphic to a subring ofF , therefore Z=I
is an integral domain, which implies that I is a prime ideal in Z. As � is not the zero mapping,
I = (0) or I = ( p), where p is a prime number.

In the �rst case � is injective and the subring � (Z) of F is included in P, the prime �eld of
F . From Proposition 1.2 above,P is isomorphic to F rac(� (Z)) , which is clearly isomorphic to
Q.

If I = ( p), then � (Z) is isomorphic to Z=(p), which is Fp. However, � (Z) is included in
every sub�eld of F and so � (Z) � P; but � (Z) is a sub�eld of F , henceP � � (Z). Thus P is
isomorphic to Fp. 2

This theorem has an important corollary, namely

Corollary 1.1 If F is a �nite �eld, then the cardinal of F is pk , where p is a prime number
and k a positive integer.

proof The prime sub�eld P of F must be �nite, hence of the form Fp, for some prime number
p. If [F : Fp] = k, then jF j = pk . 2

Some �nal remarks before closing this section. It should be clear that, if one �eld is an
extension of another, then they both have the same prime �eld. Also, ifQ is the prime �eld of a
given �eld F , then the characteristic of F is 0. On the other hand, if the prime �eld is Fp, then
the characteristic of F is p.

10



1.2 Algebraic extensions

If E is an extension ofF and � 2 E is a root of a nonconstant polynomial f 2 F [X ], then we
say that � is algebraic over F . If � is not algebraic, then we say it istranscendental. If every
element of E is algebraic, then we say thatE is an algebraic extension. An extension which is
not algebraic is said to be atranscendental extension.

Proposition 1.3 If [E : F ] < 1 , then E is an algebraic extension ofF .

proof Let � 2 E and [E : F ] = n. The vectors 1; �; : : : ; � n are dependant and so we can �nd
a0; a1; : : : ; an 2 F not all equal to 0 such that

P n
i =0 ai � i = 0 . Hence� is a root of the polynomial

f (X ) =
P n

i =0 ai X i . 2

Corollary 1.2 If an extension is not algebraic, then it is in�nite-dimensional.

proof Let E=F be an extension which is not algebraic. By hypothesis, there exists� 2 E which
is not algebraic over F . If [E : F ] < 1 , then, from Proposition 1.3, E is an algebraic exten-
sion ofF , so� is algebraic overF , a contradicition. It follows that E=F is in�nite-dimensional. 2

Remark We will see below that the converse of Proposition 1.3 is false (example after Corollary
1.5).

If E is an extension ofF and � 2 E is algebraic overF , then the collection of polynomials
f 2 F [X ] such that f (� ) = 0 form an ideal I in F [X ]. The unique monic generator ofI , which
we note m(�; F ), or simply m if the �eld F is understood, is called theminimal polynomial of �
over F. A minimal polynomial is clearly irreducible. It should also be noticed that if K=F , E=K
and � 2 E is algebraic overF , then � is also algebraic overK , sincem(�; F ) 2 K [X ].

Proposition 1.4 If E is an extension ofF , � 2 E and degm(�; F ) = n, then [F (� ) : F ] = n.

proof We will �rst show that Fn � 1[� ], the set of polynomials in � of degree strictly less thann
is a �eld and thus is equal to F (� ). If f 2 F [X ] then we may �nd g; r 2 F [X ], with degr < n
such that

f (X ) = g(X )m(X ) + r (X ) =) f (� ) = g(� )m(� ) + r (� ) = r (� ):

Now if f 1; f 2 2 F [X ] and we setf = f 1f 2, then we may �nd r 2 Fn � 1[X ] such that f (� ) = r (� );
therefore Fn � 1[� ] is closed under multiplication. Clearly Fn � 1[� ] is closed under addition. It
follows that Fn � 1[� ] is a subring of F (� ). To show that it is a �eld we only need to �nd an
inverse for every nonzero element. Iff 2 Fn � 1(X ) and f 6= 0 , then degf < degm. As m is
irreducible we may �nd g; h 2 F [X ] such that

f (X )g(X ) + m(X )h(X ) = 1 = ) f (� )g(� ) = 1 :

However, we have seen that there iss 2 Fn � 1[X ] such that s(� ) = g(� ), hence f (� ) has an
inverse. We have shown thatFn � 1[� ] = F (� ). As the vectors 1; �; : : : ; � n � 1 are independant
and � n is a linear combination of smaller powers of� , these vectors form a basis ofFn � 1[� ]; it
follows that [F (� ) : F ] = n. 2

Corollary 1.3 If � is algebraic overF , then F (� ) is an algebraic extension ofF .

11



Remark In the course of the proof of Proposition 1.4 we have shown that, if� is algebraic, then
F (� ) = F [� ].

As examples of algebraic extensions we will consider quadratic number �elds. We say that a
�nite extension E of Q in C is a number �eld. It is quadratic if the degree of the extension is2.
Suppose that d 2 Z is not a square and let� be a square root ofd. If d > 0, then we usually
suppose that� is the positive root and, if d < 0, then � is the product of i and the positive root
of � d. In both cases we write

p
d for � . If

p
d = a

b 2 Q, then b2d = a2, which is impossible
becaused is not a square. It follows that degm(

p
d;Q) > 1. As

p
d is a root of the polynomial

P(X ) = � d + X 2, we haveP(X ) = m(
p

d;Q). It follows that [Q(
p

d) : Q] = 2 and that (1;
p

d)
is a basis ofQ(

p
d) over Q.

If d is a square, then
p

d 2 Z and so Q(
p

d) = Q, so we exclude this case. On the other
hand, if d = u2v, where v is square-free, thenQ(

p
d) = Q(

p
v), so we can limit our attention to

square-free integersd. The following result is a little unexpected.

Theorem 1.4 If m and n are square-free integers andm 6= n then Q(
p

m) is not isomorphic
to Q(

p
n).

proof Suppose that there is un isomorphism� from Q(
p

m) onto Q(
p

n). As � (1) = 1 , � must
�x all elements of Q. Let � (

p
m) = a + b

p
n. If b = 0 , we have a� (a) = a = � (

p
m), which

contadicts the fact that � is injective, so b 6= 0 . Also

m = � (m) = � ((
p

m)2) = ( �
p

m)2 = ( a + b
p

n)2 = a2 + 2ab
p

n + b2n:

If a 6= 0 , then
p

n = m � a2 � b2 n
2ab 2 Q, a contradiction. Hence a = 0 and m = b2n. If b = e

f , with
(e; f ) = 1 , then we have e2m = f 2n, which is only possible if e2 = f 2, becausem and n are
square-free. It follows that b2 = 1 and som = n. 2

A little later we will see that all quadratic number �elds are of the form we have seen here.

Suppose thatF , K and E are �elds with K an extension ofF and E an extension ofK . We
now consider the relation between the degrees of the extensions. We recall that any vector space
over a �eld has a basis which may be in�nite.

Proposition 1.5 If (� j ) j 2 J is a basis of K over F and (� i ) i 2 I a basis of E over K , then
(� i � j ) i 2 I;j 2 J is a basis ofE over F .

proof If 
 2 E , then 
 is a linear combination of � i , with coe�cients ai 2 K . As each ai

is a linear combination of � j , with coe�cients bj 2 F , 
 is a linear combination of � i � j , with
coe�cients in F . Thus the set (� i � j ) i 2 I;j 2 J generatesE . To show that it is a basis of E over
F , we must show that it is independant. To do so, let us consider a (�nite) linear combinationP

� ij � i � j , with � ij 2 F , whose value is0. Adding some terms� ij � i � j , with � ij = 0 if necessary,
we may write

0 =
X

i;j

� ij � i � j =
X

i

0

@
X

j

� ij � j

1

A � i :

As the � i are independant,
P

j � ij � j = 0 for every i . However, the � j are independant and so
� ij = 0 , for each pair (i; j ). Hence the elements� i � j form an independant collection. We have
shown that (� i � j ) i 2 I;j 2 J is a basis ofE over F . 2

This leads to the following statement, often referred to as themultiplicativity of the degree:

12



Corollary 1.4 If K=F and E=K , then

[E : F ] = [ E : K ][K : F ]:

Suppose now thatE is an extension ofF and that � 1; : : : ; � n 2 E. We denoteF (� 1; : : : ; � n )
the sub�eld of E generated byF and the � i , i.e., the smallest sub�eld of E containing F and
the � i . (We have already seen this notion when there is only one� i .) In fact, this �eld is the
collection of all fractions of the form f ( � 1 ;:::;� n )

g( � i ;:::;� n ) , wheref; g 2 F [X 1; : : : ; X n ] and the denominator
is nonzero. We may generalize Corollary 1.3.

Corollary 1.5 If � 1; : : : ; � n are algebraic overF , then F (� 1; : : : ; � n ) is a �nite extension of F ,
hence an algebraic extension ofF . Moreover, F (� 1; : : : ; � n ) = F [� 1; : : : ; � n ].

proof Let us set

E0 = F; E1 = F (� 1); E2 = F (� 1; � 2); : : : ; En = F (� 1; � 2; : : : ; � n ):

Then Ek = Ek � 1(� k ) and � k is algebraic overEk � 1. Now [Ek : Ek � 1] = deg m(� k ; Ek � 1) and

[En : F ] =
n � 1Y

k=0

[Ek+1 : Ek ] < 1 ;

the result we were looking for.
To prove the second statement we use a simple induction argument. We have aleady seen

that it is true for n = 1 . (See the remark after Corollary 1.3). If we suppose that the statement
is true up to n � 1, then we have

F (� 1; : : : ; � n ) = F (� 1; : : : ; � n � 1)( � n )

= F [� 1; : : : ; � n � 1](� n )

= F [� 1; : : : ; � n � 1][� n ]

= F [� 1; : : : ; � n � 1; � n ];

which concludes the induction step and hence the proof. 2

Example Consider the extensionE = Q( n
p

2 : n 2 N � ) of Q. Any element � 2 E is algebraic
over Q, because� 2 Q( n

p
2 : n = 1 ; : : : ; N ), for someN 2 N � , and n

p
2 is algebraic overQ. Hence

E is an algebraic extension ofQ. For any n 2 N � , by the Eisenstein criterion, f n (X ) = � 2 + X n

is irreducible and hence the minimal polynomial of n
p

2. However, En � E , where En = Q( n
p

2),
and, from Proposition 1.4, [En : Q] = n. This implies that [E : Q] � n, for all n 2 N � . Thus we
have found an algebraic extension ofQ, which is not �nite.

We will see later that we may partially rectify this situation by imposing conditions on the
algebraic extension.

If E is an extension ofF then we will write A(E=F ) (or simply A when the �elds E and F
are understood) for the collection of elements ofE which are algebraic overF .

Proposition 1.6 A(E=F ) is a sub�eld of E .
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proof It is su�cient to show that if �; � 2 A, then � , � � , � + � , �� and � � 1, with � 6= 0 ,
belong to A. However, F (�; � ) is an algebraic extension ofF , therefore F (�; � ) � A. As
�; � �; � + �; ��; � � 1 2 F (�; � ), these elements belong toA. 2

Remark Proposition 1.6 ensures thatA(C=Q) is an algebraic extension ofQ. It contains all
the algebraic extensions ofQ and is an in�nite extension, after the example following Corollary
1.5.

Exercise 1.3 We have seen that if� and � are algebraic, then � + � and �� are algebraic.
Prove the converse, namely, if� + � and �� are algebraic, then� and � are algebraic.

We may de�ne a relation R on the collection of �elds by F RE if E is an algebraic extension
of F . This relation is in fact a partial order. Clearly R is re�exive and antisymmetric, so we
only need to show that it is transitive. To do so we need the following preliminary result.

Proposition 1.7 If K is an algebraic extension ofF , E=K and � 2 E is algebraic overK ,
then � is algebraic overF .

proof Let m(�; K ) =
P n

k=0 ai X i , with ai 2 K , for i = 0 ; : : : ; n, and an = 1 . As the ai , for
i = 0 ; : : : ; n, are algebraic overF , A = F (a0; a1; : : : ; an � 1) is a �nite extension of F , by Corollary
1.5. Now, � is algebraic overA, therefore A(� ) is a �nite extension of A, by Proposition 1.4.
Corollary 1.4 ensures thatA(� ) is a �nite extension of F . Proposition 1.3 now implies that � is
algebraic overF . 2

Corollary 1.6 The relation R is transitive, hence a partial order.

Exercise 1.4 Suppose thatE is an algebraic extension ofF and that R is a ring containing F
and included in E , i.e., F � R � E . Show that R is a �eld.

1.3 Algebraic numbers

An element � 2 C which is algebraic overQ is said to be analgebraic number. This is equivalent
to saying that there is a polynomial f 2 Z[X ] such that f (� ) = 0 . If � 2 C is not algebraic then
we call � a transcendental number. We aim to show that A(C=Q) is countable.

Proposition 1.8 Let (En )n 2 N be a countable collection of countable subsets of a setE . Then
the union S = [ n 2 N En is countable.

proof We set F0 = E0 and Fn = En n (E0 [ E1 [ � � � [ En � 1), for n > 0. Then S = [ n 2 N Fn

and, if m 6= n, then Fm \ Fn = ; . Let f n : En �! N be an injection and let us set, forx 2 Fn ,
f (x) = ( n; f n (x)) . It is not di�cult to see that f is an injection from S into N 2. As N 2 is
countable, S is countable. 2

Corollary 1.7 The collection of polynomialsZ[X ] is countable.

proof We note Pd the subset of Z[X ] composed of polynomials whose degree isd � 0. We
obtain a bijection of Pd into Zd+1 by associating to each polynomialf its sequence of coe�-
cients (a0; a1; : : : ; ad). As Zd+1 is countable,Pd is also countable. From the previous proposition
[ d2 N Pd is countable. If we now add the polynomial0, we obtain the result. 2

We may now prove the result mentioned in the �rst paragraph.
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Theorem 1.5 A(C=Q) is countable.

proof From the previous corollary we know that Z[X ] is countable. The subset ofZ[X ]
composed of nonconstant polynomials is also countable: we may number these polynomials
f 0; f 1; : : :. For each k 2 N , let Rk be the (�nite) set of roots of f k . Then, from Proposition 1.8,
A(C n Q) = [ Rk is countable. 2

Corollary 1.8 The collection of transcendental numbers is not countable.

As A(C=Q) is a �eld, it is easy to construct algebraic numbers. For example,
p

2 and
p

3
are algebraic numbers, hence their sum,

p
2 +

p
3, is also an algebraic number. Although the

transcendental numbers form a much larger set, it is not easy to �nd explicit examples. We know
that e and � are transcental, however the proofs are not easy, in particular for� . It is an open
question whether the following numbers are transcendental or not:� + e, � � e, �e , e

� , � � , ee

and � e.

Exercise 1.5 Show that, if � and � are both transcendental, then either� + � or �� is tran-
scendental.
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Chapter 2

Splitting �elds

Let E be an extension of the �eld F and f 2 F [X ]. We say that f splits in E , if we can write

f (X ) = � (X � � 1) � � � (X � � n );

with � 2 F and � 1; : : : ; � n 2 E. Such a �eld always exists: it is su�cient to apply Theorem 1.2
an appropriate number of times. We say that an extensionE of F is a splitting �eld of f 2 F [X ]
if f splits in E and does not do so in any proper sub�eld ofE .

Proposition 2.1 Let E be an extension ofF such that f 2 F [X ] splits in E :

f (X ) = � (X � � 1) � � � (X � � n ):

Then E is a splitting �eld of f if and only if E = F (� 1; : : : ; � n ).

proof Suppose �rst that E is a splitting �eld of f . Then E contains F and the elements
� 1; : : : � n , therefore F (� 1; : : : ; � n ) � E . As f does not split in any proper sub�eld of E , we must
have equality.

Now suppose thatE = F (� 1; : : : ; � n ) and let G be a sub�eld of E such that f splits in G.
Then G contains F and the elements� 1; : : : ; � n , henceF (� 1; : : : ; � n ) 2 G. It follows that E � G
and soE = G. Thus E is a splitting �eld of f . 2

Corollary 2.1 If f 2 F [X ] splits in an extension E of F , then E contains a unique splitting
�eld of f , namely F (� 1; : : : ; � n ).

We can obtain an explicit presentation of a splitting �eld.

Proposition 2.2 The splitting �eld S of f 2 F [X ] in an extension E of F can be written

S = F (� 1; : : : ; � n ) = F [� 1; : : : ; � n ];

i.e., S is composed of the polynomials in the roots� i , with coe�cients in F .

proof The splitting �eld S of f clearly has the formF (� 1; : : : ; � n ). As for the second equality, we
only need to notice that the roots � 1; : : : ; � n are algebraic overF and then apply Corollary 1.5.2

If E is a splitting �eld of f 2 F [X ], then we can say something about order of the extension.
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Theorem 2.1 If f 2 F [X ] and degf = n, then there is a splitting �eld E of f such that
[E : F ] � n!.

proof If degf = 0 , then f is constant and we can takeE = F . Now let us suppose that
degf = n � 1. From Proposition 1.2 we know that there is an extensionE 0 of F which contains
a root � of f . The minimal polynomial m = m(�; F ) divides f , so degm � degf . Now, from
Proposition 1.4, [F (� ) : F ] = deg m, so there exists an extensionE1 of F which contains a root
� 1 of f and is such that with [E1 : F ] � n. In E1 we can write f (Y ) = ( Y � � 1)r 1 g(Y ), where
r 1 � 1 and g(� 1 6= 0 . If g is not constant, then we can �nd an extensionE2 of E1 which contains
a root � 2 of g (and hence off ) and is such that [E2 : E1] � n � 1. E2 is an extension ofF which
contains � 1 and � 2 and [E2 : F ] = [ E2 : E1][E1 : F ] � (n � 1)n. Continuing in the same way we
obtain an extensionE of F in which f splits and such that [E : F ] � n!. To �nish it is su�cient
to notice that E contains a splitting �eld of f . 2

We have seen that every polynomial has a splitting �eld. We now aim to show that all such
�elds are isomorphic. We will begin with two preliminary results.

Lemma 2.1 Let f 2 F [X ] be irreducible andE an extension ofF which contains a root � of f .
Then there is an isomorphism

� : F [X ]=(f ) �! F (� )

which �xes F , i.e., for g constant, �( g + ( f )) = g, and such that �( X + ( f )) = � .

proof The mapping � : F [X ] �! E de�ned by � (g) = g(� ) is a ring homomorphism. As f is
irreducible and f 2 Ker � , we have Ker� = ( f ). It follows that the mapping

� : F [X ]=(f ) �! Im �; g + ( f ) 7�! � (g)

is a ring isomorphism which �xes F . In addition,

Im � = Im � = f g(� ) : g 2 F [X ]g � F (� ): (2.1)

As f is irreducible, (f ) is maximal and soF [X ]=(f ) is a �eld. Thus Im � a �eld. However, F and
� belong to Im � , which implies that F (� ) � Im � . From the equation (2:1) we obtain equality.
2

Lemma 2.2 Let R and S be rings, I is an ideal of R and J an ideal of S. If � : R �! S is an
isomorphism such that� (I ) = J , then the mapping

�� : R=I 7�! S=J; x + I 7�! � (x) + J

is well-de�ned and is an isomorphism.

proof Left to the reader. 2

If F and F 0 are �elds and � : F �! F 0 is an isomorphism, then by setting

� � (
X

ai X i ) =
X

� (ai )X i

we obtain an isomorphism from the ring F [X ] onto the ring F 0[X ]. We will say that � � corre-
sponds to � . We will often write f � for � � (f ).
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Proposition 2.3 Let � : F �! F 0 be an isomorphism andf 2 F [X ] irreducible. If E (resp.
E 0) is an extension ofF (resp. F 0) and � (resp. � 0) a root of f (resp. f � ) in E (resp. E 0), then
there is an isomorphism�̂ : F (� ) �! F 0(� 0) extending � , with �̂ (� ) = � 0. This isomorphism is
unique.

proof First we notice that � � (f ) = ( f � ); from the preceding lemma the mapping

�� � : F [X ]=(f ) �! F 0[X ]=(f � ); g + ( f ) 7�! � � (g) + ( f � )

is an isomorphism. We now set̂� as the composition

F (� ) � � 1

�! F [X ]=(f )
�� �

�! F 0[X ]=(f � ) � 0

�! F 0(� 0):

�̂ is an isomorphism extending� and �̂ (� ) = � 0. The uniqueness is clear. 2

We are now in a position to prove the result referred to above, namely that splitting �elds
are isomorphic. We will in fact prove a more general result and derive that on splitting �elds as
a corollary.

Theorem 2.2 Let F and F 0 be �elds, � : F �! F 0 an isomorphism, f 2 F [X ] and f � 2 F 0[X ]
the polynomial corresponding tof . If E is a splitting �eld of f and E 0 a splitting �eld of f � ,
then there is an isomorphism~� : E �! E 0 extending � .

proof We will prove this result by recurrence on n = [ E : F ]. First, if n = 1 , then E = F and
f 2 F [X ] and f is a product of linear factors (polynomials of degree1) and it follows that f � is
also a product of such factors, soE 0 = F 0 and we can de�ne ~� = � .

Now let us suppose thatn > 1 and that the result is true up to n � 1. Let g be an irreducible
factor of f with degg � 2 and � a root of g in E (� 2 E because� is a root of f ). Let g� be
the polynomial in F 0[X ] corresponding tog and � 0 a root of g� (� 0 2 E 0 because� 0 is a root of
f � ). From Proposition 2.3 there is a unique isomorphism�̂ : F (� ) �! F 0(� 0) which extends �
and is such that �̂ (� ) = � 0. Now, E is a splitting �eld of f over F (� ) and E 0 a splitting �eld of
f � over F 0(� 0). As

[E : F ] = [ E : F (� )][F (� ) : F ]

and [F (� ) : F ] � 2, we have[E : F (� )] < n . By the induction hypothesis there is an isomorphism
~� : E �! E 0, which extends �̂ , and hence� . 2

Corollary 2.2 If f 2 F [X ] and E and E 0 are splitting �elds of f over F , then E and E 0 are
isomorphic.

proof It is su�cient to take F 0 = F and � = id F in the previous theorem. 2

Example Let f (X ) = � 2+ X 3 2 Q[X ]. The roots of f in C are � 1 = 3
p

2 2 R , � 2 = � 1(� 1
2 +

p
2

2 )

and � 1(� 1
2 �

p
2

2 ). As none of the roots belong toQ, f is irreducible. As f is also monicf is the
minimal polynomial of � 1 and so[Q(� 1) : Q] = 3 . The �eld Q(� 1) cannot be the splitting �eld
in C of f , becauseQ(� 1) � R and � 2 =2 R . The �eld K = Q(� 1;

p
3i ) � Q(� 1; � 2; � 3); as � 1,

� 2, � 3 belong to Q lie in K , we haveK = Q(� 1; � 2; � 3), i.e., K is the splitting �eld of f in C.
We only need to �nd the degree of the extension. From Theorem 2.1 we know that it cannot

be greater than 3! = 6. It also must be a multiple of 3, because

[K : Q] = [ K : Q(� 1)][Q(� 1) : Q] = [ K : Q(� 1)]3:

If [K : Q] = 3 , then [K : Q(� 1)] = 1 and K = Q(� 1), which is false; hence[K : Q] = 6 .
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Exercise 2.1 Find the splitting �eld K of f (X ) = 4 � 2X + X 2 2 Q[X ] in C and determine
the degree of the extension ofK over Q.

Exercise 2.2 Let C be a family of polynomials in F [X ] and K an extension of F such that
every f in C splits over K ; if, for every proper sub�eld K 0 of K , at least one member ofC does
not split over K 0, then we say thatK is a splitting �eld of C. Show that, C is �nite and K is a
splitting �eld of C, then there is a polynomial f 2 F [X ] for which K is a splitting �eld.

2.1 Existence of �nite �elds

We recall that we previously saw that the cardinal of a �nite �eld must be pk , where p is a
prime number and k a positive integer. In this section we show that, for any suchpk , there is a
�nite �eld F whose cardinal is preciselypk , and that, in addition, there is essentially only one
such �nite �eld. We will use our knowledge of splitting �elds in the proofs. We begin with a
preliminary result, but for this we need a lemma.

Lemma 2.3 Let f; g 2 F[X ] be nonconstant. Thenf and g are relatively prime if and only if
they do not have a root in any extension �eld ofF.

proof Assume that f and g are relatively prime in F[X ]. Then there exist u; v 2 F[X ] such
that

f (X )u(X ) + g(X )v(X ) = 1 :

If � is a common root of f and g in some �eld extension of F, then substituting � for X we
obtain 0 on the left-hand side and 1 on the right-hand side of the equation, a contradiction.
Hencef and g have no common root in an extension �eld ofF.

Now suppose thatf and g are not relatively prime. Then f and g have a common factorh,
which is not a constant. There is a �eld extension ofF in which h has a root � . Clearly, � is a
common root of f and g. 2

Proposition 2.4 If f 2 F [X ], then f has a multiple root in a splitting �eld if and only if
gcd(f; f 0) 6= 1 .

proof Suppose that f has a multiple root � in a splitting �eld. Then f (X ) = ( X � � )sg(X ),
where s � 2 and g(� ) 6= 0 . Hence,

f 0(X ) = s(X � � )s� 1g(X ) + ( X � � )sg0(X )

and sof 0(� ) = 0 . From the previous lemmaf and f 0 are not relatively prime, i.e., gcd(f; f 0) 6= 1 .
Now suppose thatgcd(f; f 0) 6= 1 . From the previous lemma, f and f 0 have a common root

� in an extension �eld of F. We may write

f (X ) = ( X � � )sg(X );

with s � 1 and g(� ) 6= 0 . Then again

f 0(X ) = s(X � � )s� 1g(X ) + ( X � � )sg0(X ):

If s = 1 , then f 0(� ) = g(� ) 6= 0 , a contradiction, hences � 2 and � is a multiple root. 2

Theorem 2.3 If p is a prime number and k a positive integer, then there is a �eld F whose
cardinal is pk .
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proof To simplify the notation we set q = pk . For k = 1 , we may take Fp. We now suppose
that k > 1. We set f (X ) = � X + X q 2 Fp[X ]. As f 0(X ) = � 1 + qX q� 1 = � 1, becauseq is a
multiple of p, gcd(f; f 0) = 1 and so the roots off in a splitting �eld are distinct, i.e., there are
q roots (Proposition 2.4). Let E be an extension ofFp which contains the roots of f and F the
set of roots. We claim that F is a �eld. First, if a 2 F , then

0 = f (a) = � a + aq () x = xq:

We take x; y 2 F . Then

(xy)q = xqyq = xy =) f (xy) = 0 and (x + y)q = xq + yq = x + y =) f (x + y) = 0 :

If p 6= 2 , then
(� x)q = ( � 1)qxq = � x

and, if p = 2 , then
(� x)q = ( � 1)qxq = xq = x = � x;

because the characteristic ofE is 2. In both cases we havef (� x) = � x. It follows that F is a
subring of of E . In addition, if x 6= 0 , then, using the fact that F is an integral domain, we have

� x + xq = 0 = ) � 1 + xq = 0 = ) xx q� 2 = 1 ;

hencex has an inverse for the multiplication. Thus F is a �eld. We have constructed a �eld
with q = pk elements. 2

We now turn to the uniqueness of �nite �elds. We should notice that the �eld F constructed
in the proof of preceding theorem is a splitting �eld for the polynomial f . Any proper sub�eld of
F will lack certain elements of F . As these are all roots off , f cannot split over such a sub�eld.

Theorem 2.4 If F and F 0 are two �nite �elds with the same cardinality, then F is isomorphic
to F 0.

proof If F is a �nite �eld with cardinality q = pk , then F has the prime �eld Fp. There q � 1
elements inF � so, if x 2 F � , then xq� 1 = 1 and it follows that � x + xq = 0 , for all x 2 F . Thus
the roots of the polynomial f (X ) = � X + X q 2 Fp[X ] are the elements ofF and it follows that
F is a splitting �eld of f . As all splitting �elds of a given polynomial are isomorphic, if F 0 is
another �eld with cardinality q, then F 0 is isomorphic to F . 2

Notation We often write Fq for a �nite �eld with q elements.

2.2 Algebraic closures

We have seen that iff 2 F [X ] then there is an extensionE of F over which f splits. It is natural
to ask if there exists an extensionC of F such that every f 2 F [X ] splits over this extension.
(It is well-known that C is such an extension ofR ; however, we will give a proof of this later on
in the text.) In this section we aim to study this question. We will begin with an elementary
result.

Proposition 2.5 For a �eld C the following conditions are equivalent

� a. Every nonconstant polynomial f 2 C[X ] has a root � 2 C;
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� b. Every nonconstant polynomial f 2 C[X ] splits over C;

� c. Every irreducible polynomial f 2 C[X ] is of degree1;

� d. C has no proper algebraic extension.

proof a. =) b. If f is nonconstant, then the condition a. implies that we can write f (X ) =
(X � � )g(X ). If g is not constant, then we can write g(X ) = ( X � � )h(X ). Continuing the
process if necessary we �nally obtain a splitting off .
b. =) c. If f is irreducible, then f is not constant. From the condition b. f splits over C:

f (X ) = � (X � � 1) � � � (X � � n ):

As f is irreducible, f has a unique nonconstant facteur, i.e.,n = 1 .
c. =) d. Let E be an algebraic extension ofC and � 2 E . If f = m(�; C ), then f is irreducible
and so of degree1: f (X ) = X � � . Hence� 2 C. Thus E = C.
d. =) a. Let f 2 C[X ] nonconstant. We can �nd an extension E of C which contains a root
� of f . We may suppose that this extension is �nite and so algebraic. From the conditiond. ,
E = C and so� 2 C. 2

A �eld satisfying the conditions of the above proposition is said to bealgebraically closed. An
extension C of a �eld F is an algebraic closureof F if C is algebraic overF and algebraically
closed.

Remark An algebraically closed �eld is in�nite. To see this, suppose that F is algebraically
closed and �nite, with elements a1; : : : ; an . However, the polynomial f (X ) = 1 +

Q n
i =1 (� ai + X )

has no root in F , contradicting the fact that F is algebraically closed.

Exercise 2.3 If E is an algebraic extension ofF and C an algebraic closure ofE , show that C
is an algebraic closure ofF .

Remark If C is an algebraic closure ofF and E is an extension ofF which is strictly included
in C, then E is not algebraically closed. To see this, let� 2 C n E. As � is algebraic overF ,
� is algebraic overE . Now, � =2 E, hencedegm(�; E ) > 1; from the condition c. of the above
proposition, E is not algebraically closed.

Proposition 2.6 Let C be an algebraic extension ofF . Then C is an algebraic closure ofF if
every nonconstant polynomialg 2 F [X ] splits over C. (We do not need to consider polynomials
f 2 C[X ] n F [X ]).

proof Let f 2 F [X ] and � be a root of f in an extensionE of C. The �eld C(� ) is an algebraic
extension of F and C is algebraic overF by hypothesis, thereforeC(� ) is algebraic F . Thus
� is the root of a polynomial g 2 F [X ]. As g splits over C, all the roots of g belong to C, in
particular � 2 C. Thus f has a root in C. 2

If E and E 0 are extensions ofF and � : E �! E 0 is a homomorphism �xing F (i.e., � (x) = x,
for all x 2 F ), then we call � an F � homomorphism. The following proposition is well-known
if E is a �nite extension of F . However, we may relax the conditions:

Proposition 2.7 Let E be an algebraic extension ofF and � : E �! E an F -homomorphism.
If � is injective, then it is also surjective.
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proof Let � 2 E . We have to show that there exists� 2 E such that � = � (� ). Let m = m(�; F )
and L be the sub�eld of E generated byF and the roots of m which are in E . These roots are
algebraic overF , therefore L is a �nite extension of F (see Corollary 1.5). If � 0 is a root of m
in E , then � (� 0) is also a root ofm in E , because� is an F -homomorphism and so� (L ) � L .
However, � is a linear mapping from the F -vector spaceL into itself, becauseF is �xed by � . As
L is �nite-dimensional over F and � injective, � j L : L �! L is also surjective. Moreover,� 2 L ,
thus there exists � 2 L � E such that � = � (� ). 2

We now prove the most di�cult step in showing that a �eld always has an algebraic closure.

Theorem 2.5 Every �eld F has an extensionE which is algebraically closed.

proof We note S the collection of nonconstant polynomials ofF [X ]. To eachf 2 S we associate
a variable X f . Now we let T be the family of these variables andF [T] the ring of polynomials
in these variables. (The elements ofF [T] are �nite sums of monomials of the form aX f 1 � � � X f s ,
with a 2 F .) Finally we de�ne I to be the ideal generated by the elements of the formf (X f ),
with f 2 S. (If f (X ) =

P n
i =0 ai X i , then f (X f ) =

P n
i =0 ai X i

f .). In fact, I is a proper ideal of
F [T] as we will now see. If this is not the case, then we can �nd elementsgi 2 F [T] and f i 2 I
such that

sX

i =1

gi f i = 1 :

Let us write X i for the variable associated with f i . There is a �nite number of variables
X 1; : : : ; X m with m � s, which are variables of thegi . Hence we have

sX

i =1

gi (X 1; : : : ; X m )f i (X i ) = 1 :

(Even if a certain variable X k does appear explicitly in a certain gi we can still include it.)
Suppose now thatE is an extension ofF which contains all the roots of the f i . Then E contains
a root � i of eachf i . If we set X i = � i for 1 � i � s and X i = 0 for s < i � m, then we obtain
0 = 1, a contradiction. It follows that I is a proper ideal ofF [T].

As I is a proper ideal, I is included in a maximal ideal M . The factor ring E1 = F [T]=M is
a �eld, becauseM is maximal. The canonical homomorphism

� : F �! E1; a 7�! a + M

is injective: If � (a) = 0 and a 6= 0 , then a + M = M and

(a� 1 + M )(a + M ) � M =) 1 2 M;

a contradiction. Hence we can writeF � E1. If f 2 F [X ] is nonconstant, then X f 2 E1 and

f (X f + M ) = f (X f ) + M = 0 ;

becausef (X f ) 2 I � M . Therefore f has a root in E1.
We can now replaceF by E1 and repeat the whole argument to obtain an extensionE2 of

E1 such that every nonconstant polynomialg 2 E1[X ] has a root in E2. Continuing in the same
way we obtain a chain of extensions

F � E1 � E2 � � � �
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such that a nonconstant polynomial h 2 En [X ] has a root in En +1 . We now let E be the union
of the �elds in the chain and we de�ne an addition � and a multiplication � on E as follows: If
x 2 Em and y 2 En , with m � n, then x � y = x + n y and x � y = x �n y. These operations are
well-de�ned (x � y and x � y do not depend on the choice ofn � m) and a simple check shows
that (E; � ; � ) is a �eld.

Now let f be a nonconstant polynomial inE [X ]. All the coe�cients of f belong to a certain
En and so f has a root in En +1 � E . Thus we have an extension ofF which is algebraically
closed. 2

We may now prove the principal result of this section.

Theorem 2.6 Every �eld F has an algebraic closure.

proof From the previous theorem, F has an extensionE which is algebraically closed. Let
G = A(E=F ), i.e., the collection of elements ofE which are algebraic overF . Proposition 1.6
ensures us thatG is a sub�eld of E . Let us take f 2 G[X ] nonconstant. As f 2 E [X ], f has a
root � 2 E . As f 2 G[X ], � is algebraic overG. Now, G is an algebraic extension ofF and � is
algebraic overG, therefore � is algebraic overF , by Proposition 1.7. It follows that � 2 G. We
have shown that G is algebraically closed. 2

Remark The previous proof shows that the �eld of algebraic numbersA(C=Q) is an algebraic
closure ofQ. Moreover, the remark after Proposition 1.6 and Theorem 1.5 ensures thatA(C=Q)
is a countable in�nite extension of Q.

Exercise 2.4 Show thatC is an algebraic closure ofR .

We have shown that a �eld always has an algebraic closure. Our next task is to show that
any two such closures are isomorphic.

Lemma 2.4 Let � be a monomorphism from a �eld F into an algebraically closed �eldC. If E
is an extension ofF , � 2 E algebraic overF , then � can be extended to a monomorphism from
F (� ) into C.

proof Let F 0 = � (F ) and f = m(�; F ). If f � is the polynomial corresponding to f in F 0[X ],
then f � has a root � 0 2 C. Applying Proposition 2.3 we see that there is an isomorphism̂� from
F (� ) onto F 0(� 0). As F 0(� 0) � C we have a monomorphism fromF (� ) into C extending � . 2

Theorem 2.7 If � : F �! C is a monomorphism, with C algebraically closed, andE an
algebraic extension ofF , then � may be extended to a monomorphism̂� : E �! C.

proof Let G be the collection of all pairs (K; � ), where K=F , E=K and � is a monomorphic
extension of � to K . (From the previous lemma, such pairs exist.) We now order these pairs:
(K 1; � 1) � (K 2; � 2) if and only if K 1 � K 2 and � 2 restricted to K 1 is equal to � 1. If the pairs
(K i ; � i ) form a chain Q, then Q has a maximum (K; � ), with K = [ K i and � (x) = � i (x), if
x 2 K i . From Zorn's lemma, G has a maximal element(K 0; � 0). We claim that K 0 = E. If
K 0 6= E and � 2 E n K 0, then from the previous lemma, we may extend� 0 to a monomor-
phism from K 0(� ) into C. However, this contredicts the maximality of the pair (K 0; � 0). Hence
K 0 = E; This �nishes the proof. 2

If we add some conditions we obtain the important following corollary:
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Corollary 2.3 If, in the above theorem, E is algebraically closed andC algebraic over � (F ),
then �̂ is an isomorphism.

proof We only need to show that �̂ (E ) = C. As C is algebraic over� (F ), C is algebraic over
�̂ (E ), because� (F ) is a subset of�̂ (E ). Now, �̂ (E ) is algebraically closed, becauseE is alge-
braically closed, henceC is an algebraic extension of the algebraically closed �eld̂� (E ). From
Proposition 2.5 d., C cannot be a proper extension and sô� (E ) = C. 2

We can now prove that the following theorem holds:

Theorem 2.8 If C1 and C2 are algebraic closures of the �eldF , then C1 and C2 are F -
isomorphic.

proof F is a sub�eld of C1 and C2. If � : F �! C2 is the inclusion mapping, then, from the
previous corollary, we may extend� to an isomorphism �̂ : C1 �! C2. This clearly �xes F . 2

Exercise 2.5 Let F be any �eld. Show that there is an in�nite number of irreducible elements
in the polynomial ring F [X ]. Deduce that if F is algebraically closed, thenF is in�nite.
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Chapter 3

Separability

In this chapter we aim to look at two related topics, namely separable polynomials and separable
extensions. We will begin with the �rst subject.

3.1 Separable polynomials

Let f 2 F [X ] be nonconstant with the factorization into irreducible elements

f (X ) = �g 1(X ) � � � gn (X ):

If each gi has no multiple root in a splitting �eld, then we say that f is separable. We will say
that a polynomial is strongly separable, if it has no multiple roots. Clearly, a strongly separable
polynomial is separable, but a separable polynomial is not necessarily strongly separable. For
example, f (X ) = ( X 2 + 1) 2 2 Q[X ] is separable, but not strongly separable. However, for an
irreducible polynomial these notions are equivalent: Iff 2 F [X ] is irreducible, then f is separa-
ble if and only if f is strongly separable.

Proposition 2.4 is useful in determining whether a polynomial is separable or not. Consider
a polynomial f 2 F [X ]. If gcd(f; f 0) = 1 , then f has no multiple root and so this is the case
for any factor; it follows that f is strongly separable and hence separable. On the other hand, if
gcd(f; f 0) 6= 1 , then f is not strongly separable; however,f may be separable or not. We must
consider the irreducible factors off .

Corollary 3.1 If the characteristic of the �eld F is 0, then every polynomial f 2 F [X ] is
separable.

proof Let g be an irreducible factor off . As the characteristic of F is 0, g0 6= 0 . If h = gcd(g; g0),
then degh < degg, becausedegg0 < degg. As g is irreducible, h = 1 . From the preceding propo-
sition, g has no multiple root. 2

Now we consider �nite �elds. If F is such a �eld, then its characteristic is a prime number
p. Let f 2 F [X ]. If, for every irreducible factor g of f , g0 6= 0 , then, using the argument of the
corollary we have just proved, f is separable. We claim that this is always the case. Suppose
that this is not the case and let g be an irreducible factor of f with g0 = 0 . Then g 2 F [X p].
The mapping

� : F �! F : x 7�! xp
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is a homomorphism: � (1) = 1 and

� (xy) = ( xy)p = xpyp = � (x)� (y)

� (x + y) = ( x + y)p =
pX

i =0

�
p
i

�
x i yp� i = xp + yp = � (x) + � (y):

(We have used the fact that p divides
� p

i

�
if 1 � i � p � 1.) As F is a �eld and Ker � is an ideal

Ker � = f 0g or Ker � = F . As � (1) = 1 , the second alternative is not possible, so Ker� = f 0g,
which implies that � is injective. Given that F is �nite, � must also be surjective. Now let us
return to g. We may write g(X ) =

P k
i =0 ai X pi . As � is bijective, for each ai , there exists bi

such that ai = bp
i . We have

g(X ) =
kX

i =0

bp
i X ip =

 
kX

i =0

bi X i

! p

;

a contradiction to the irreducibility of g. Henceg0 6= 0 and we have proven

Proposition 3.1 If F is a �nite �eld, then every polynomial f 2 F [X ] is separable.

Remark Corollary 3.1 and Proposition 3.1 imply that if char F = 0 or F is �nite, then an
irreducible polynomial f 2 F [X ] is strongly separable.

Although polynomials which are not separable are relatively rare, such polynomials exist.
Here we will give an example. We recall Eisenstein's criterion:

Let R be a unique factorization domain, with quotient �eld F , and f (X ) =
P n

i =0 ai X i 2
R[X ], with degf � 1. If q is prime in R and q divides ai , for 0 � i < n , q does not divide an

and q2 does not divide a0, then f is irreducible in R[X ].

Consider Fp(t), the �eld of rational fractions over the �eld Fp, for any given prime p. The
characteristic of Fp(t) is p. We note f (X ) = X p � t 2 Fp[t][X ]. If q(t) is prime in Fp[t], then
degq2 � 2 and soq2 does not dividet; it follows from Eisenstein's criterion that f is irreducible.
We claim that f has a multiple root in a splitting �eld. Let � be a root of f in a splitting �eld
and suppose that

f (X ) = ( X � � )m g(X );

where degg � 1 and g(� ) 6= 0 . Then

0 = f 0(X ) = m(X � � )m � 1g(X ) + ( X � � )m g0(X ):

This implies that mg(X ) = � (X � � )g0(X ) and so mg(� ) = 0 . However, this is impossible,
becausem < p and g(� ) 6= 0 . Therefore, f (X ) = ( X � � )p and f is not separable.

In Theorem 2.2 we showed that an isomorphism� from the �eld F onto the �eld F 0 may be
extended to an isomorphism~� : E �! E 0, where E is a splitting �eld of f 2 F [X ] and E 0 a
splitting �eld of f � , the polynomial in F 0[X ] corresponding to f . If f is separable, then we can
say a little more.

Theorem 3.1 If f is separable, then� can be extended toE in exactly [E : F ] distinct ways.
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proof We prove this result by induction on n = [ E : F ]. First, if n = 1 , then there is a unique
extension of � , namely ~� = � . Suppose now thatn > 1 and that the result is true up to n � 1.
The polynomial f has an irreducible factor g with degg = d > 1. We may write f = gh. Let
� de a root of g. If ~� is an extension of� , then � 0 = ~� (� ) is a root of g� , the polynomial in
F 0[X ] corresponding tog. As f is separable, so isf � , which implies that g� has d distinct roots
� 0. From Proposition 2.2 there are preciselyd isomorphisms �̂ : F (� ) �! F 0(� 0) extending � ,
one for each root� 0. Also, E is a splitting �eld of f over F (� ) and E 0 a splitting �eld of f � over
F 0(� 0) (for each � 0). We have

[E : F ] = [ E : F (� )][F (� ) : F ]:

Becauseg is irreducible, [F (� ) : F ] = d, which imlies that [E : F (� )] = n
d < n . Applying the

induction hypothesis, we see that eacĥ� has exactly n
d from E onto E 0, hence we have precisely

n extensions~� of � . 2

We now turn to our second topic.

3.2 Separable extensions

If E is an extension ofF and � 2 E , then � is a separable elementover F , if � is algebraic
over F and the minimal polynomial m(�; F ) is separable. If every element� 2 E is separa-
ble, then we say that E is a separable extensionof F . From Corollary 3.1 and Proposition 3.1
we know that every algebraic extension of a �eld of characteristic0 or of a �nite �eld is separable.

We have seen in Theorem 2.7 that if� : F �! C is a monomorphism, with C algebraically
closed, andE an algebraic extension ofF , then � may be extended to a monomorphism�̂ :
E �! C. If E is a �nite separable extension ofF then we can say a little more.

Theorem 3.2 Let E be a �nite separable extension ofF , with [E : F ] = n, and � a monomor-
phism from F into C, which is algebraically closed. Then there are exactlyn monomorphic
extensions~� : E �! C of � .

proof We will prove this result by induction on n. If n = 1 then E = F and there is nothing
to prove. Suppose now thatn > 1 and that the result is correct up to n � 1. Let � 2 E n F ,
m = m(�; F ) and m� be the polynomial in K [X ] corresponding tom, where K = � (F ). As m
is separable, so ism� . Given that C is algebraically closed,m� has a root � 0 2 C and there is a
unique isomorphism�̂ : F (� ) �! K (� 0) extending � and such that �̂ (� ) = � 0 (Proposition 2.3).
If degm = d, then

[F (� ) : F ] = d =) [E : F (� )] =
n
d

< n:

Also degm� = d, som� hasd distinct roots in C, because it is separable. Thus we haved choices
for � 0, and thus for �̂ , and, by the induction hypothesis, each mappinĝ� : F (� ) �! K (� 0) can be
extended to a monomorphism fromE into C in n

d ways. We thus obtain n
d d = n monomorphisms

~� from E into C extending � .
It is not di�cult to see that there can be no more than n such extensions. If� is such an

extension, then� 0 = � (� ) is a root of m� and � restricted to F (� ) is an isomorphism ontoF (� 0).
The mapping � is then a monomorphic extension of this restriction and so is one of the mappings
we have already considered. 2

Corollary 3.2 If E is a �nite separable extension ofF , with [E : F ] = n, and C an algebraically
closed extension ofF , then there are exactlyn F -monomorphisms ofE into C.
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proof It is su�cient to take � = id F in the preceeding theorem. 2

Finite separable extensions have a useful property which Theorem 3.2 enables us to prove.
We will also need an elementary result on �nite �elds, which is interesting in itself, namely that
the multiplicative group of nonzero elements of a �nite �eld is cyclic. We will prove a more
general result. We recall that Euler's totient function � is de�ned on N � as follows: � (n) is
the number of elements in the setf d : 1 � d � n; (d; n) = 1 g. We have the following identityP

djn � (d) = n.

Theorem 3.3 If F is a �eld and G a �nite subgroup of the multiplicative group F � , then G is
cyclic.

proof We set jGj = n. If x 2 G, then o(x)jn, whereo(x) is the order of the elementx. For each
divisor d of n, let us write  (d) for the number of elements inG whose order isd. If  (d) 6= 0 ,
then there is an elementx 2 G whose order isd. If y 2 H , the group generated byx, then
yd = 1 , hencey is a root of the polynomial f (X ) = � 1 + X d 2 F [X ]. As f has at most d roots
and H has d elements, all the roots of f are in H , in particular, any element of order d is in
H . Also, the elements of orderd in H are the generators of this group and there are� (d) such
generators, hence we have (d) = � (d). If  (d) = 0 , for a certain divisor d of n, then we have

n =
X

djn

 (d) <
X

djn

� (d) = n;

a contradiction. It follows that  (d) = � (d) for every divisor d of n. In particular,  (n) = � (n) �
1 and soG is cyclic. 2

Corollary 3.3 If F is a �nite �eld, then its group of nonzero elements is cyclic.

We may now prove the interesting result we referred to above.

Theorem 3.4 (primitive element theorem) If E is a �nite separable extension ofF , then there
exists an element� 2 E , such that E = F (� ).

proof If F is �nite, then so is E , being a �nite extension. If � is a generator of the cyclic group
E � , then E = F (� ).

Now let us consider the case whereF is not �nite. We will use an argument by induction on
[E : F ] = n. If n = 1 , then E = F and we can take any element� 2 F . Now let us suppose
that n > 1 and that the result is true up to n � 1. We take � 2 E n F . We claim that E is a
separable extension ofF (� ). To see this, notice that, if 
 2 E , then 
 is algebraic overF , hence
algebraic overF (� ); in addition, m(
; F (� )) j m(
; F ), thus, if m(
; F (� )) has a multiple root,
then so doesm(
; F ), a contradiction. This proves the claim.

By hypothesis there is a� 2 E such that E = F (�; � ). We will now show that there is an
element c 2 F such that E = F (� + c� ). From Corollary 3.2 we know that there are exactly
n F -monomorphisms ofE into an algebraic closureC of F . For any c 2 F , each one of these
mappings restricted to F (� + c� ) is clearly an F -monomorphism into C. If F (� + c� ) 6= E,
then [F (� + c� : F ] < n and so there are distinctF -monomorphisms� and � of E into C which
coincident on F (� + c� ). We have

� (� ) + c� (� ) = � (� ) + c� (� ):
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If � (� ) = � (� ), then also � (� ) = � (� ), which implies that � = � , becauseE = F (�; � ). This is
a contradiction and so � (� ) 6= � (� ) and we can write

c =
� (� ) � � (� )
� (� ) � � (� )

:

However, a little re�exion shows that there is only a �nite number of values c which can be
expressed in this form; therefore we can �nd an elementc 2 F such that E = F (� + c� ), which
�nishes the proof. 2

If E is an extension ofF and � 2 E is such that E = F (� ), then we say that � is a primitive
element, hence the name of the theorem which we have just proved. The primitive element
theorem has an interesting application to quadratic number �elds, namely

Theorem 3.5 If E is a quadratic number �eld, then there is a square-free integerd such that
E = Q(

p
d).

proof Let E be a quadratic number �eld, i.e., an extension of Q in C of degree2. As this
extension is �nite and separable, there is a primitive element� 2 E nQ, with minimal polynomial

f (X ) = a + bX + X 2

and a; b2 Q. As � is a root of f , we have

� =
� b�

p
b2 � 4a

2
=) (2� + b)2 = b2 � 4a 2 Q:

It is clear that � = 2 � + b does not belong toQ and so[Q(� ) : Q] > 1. As [E : Q] = 2 , we must
have E = Q(� ).

The number � may not be a square-free integer. Ifb2 � 4a = p
q , then

q2(b2 � 4a) = p =) (q(2� + b))2 2 Z:

Setting 
 = q(2� + b), we haveE = Q(
 ) and 
 2 2 Z. To �nish it is su�cient to observe, as
previously, that if d = u2v, where v is square-free, thenQ(

p
d) = Q(

p
v). 2

Here is another application of the primitive element theorem.

Theorem 3.6 Let E be a �nite separable extension of a �eldF of degreen. Then the �eld of
fractions E(X ) is a �nite extension of degreen of the �eld of fractions F (X ).

proof From the primitive element theorem (Theorem 3.4), there exists� 2 E such that

E = F (� ) = Fn � 1[� ];

where Fn � 1[� ] is the set of polynomials of degree less thann in � with coe�cients in F . We set
A = f 1; �; � 2; : : : ; � n � 1g. This set is a basis ofE over F . We will show that A is also a basis of
E(X ) over F (X ). First we notice that F , the collection of expressions of the form

c0(X )
d0(X )

+
c1(X )
d1(X )

� + � � � +
cn � 1(X )
dn � 1(X )

� n � 1;
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where ci (X )
di (X ) 2 F (X ), is a sub�eld of E(X ). We now show that E(X ) � F . If f 2 E [X ], then

f (X ) = p0(� ) + p1(� )X + � � � + ps(� )X s;

where pi (� ) 2 Fn � 1[� ], for i = 0 ; 1: : : ; s. Regrouping terms having the same power of� , we
obtain the expression

f (X ) = u0(X ) + u1(X )� + � � � + un � 1(X )� n � 1;

where uj 2 F [X ], for all j . Hence any polynomial in E [X ] lies in F . Now, if f 2 E [X ] and
f 6= 0 , then there exists

g(X ) =
c0(X )
d0(X )

+
c1(X )
d1(X )

� + � � � +
cn � 1(X )
dn � 1(X )

� n � 1 2 F ;

such that fg = 1 , becauseF is a �eld. As the inverse of f in E(X ) is unique, g is its inverse
in E(X ). It now follows that E(X ) = F , because every element ofE (X ) is the product of an
element of E [X ] and the inverse of a nonzero element ofE [X ]. HenceA is a generating set of
E (X ) over F (X ).

To �nish we show that the elements of A form an independant subset ofE (X ) over F (X ).
Suppose that

c0(X )
d0(X )

+
c1(X )
d1(X )

� + � � � +
cn � 1(X )
dn � 1(X )

� n � 1 = 0 ;

where ci (X )
di (X ) 2 F (X ), for all i . Multiplying by the product d0(X )d1(X ) � � � dn � 1(X ) we obtain

n � 1X

i =0

c1(X )

0

@
Y

j 6= i

dj (X )

1

A � i = 0 :

As the elements ofA form an independant set overF , they form an independant set overF [X ].
Because the products

Q
j 6= i dj (X ) are nonzero, we have

c0(X ) = c1(X ) = � � � = cn � 1(X ) = 0 ;

and it follows that A is an independant set overF (X ). 2

Exercise 3.1 In the proof of Theorem 3.6 we stated that the independance of the setA over F
implied its independance overF [X ]. Why is this so?

We have seen that an algebraic extensionE of a �eld F may not be �nite. However, in the
case whereE=F is separable and satis�es a certain condition, then this is the case.

Proposition 3.2 Let F be a �eld and E a separable algebraic extension ofF . Then E is a �nite
extension ofF if there exists n 2 N � such that

sup
� 2 E

[F (� ) : F ] � n:

Moreover, [E : F ] � n.

30



proof Let E be a separable algebraic extension of the �eldF such that

sup
� 2 E

[F (� ) : F ] � n:

Let r > n and � 1; : : : ; � r elements inE . Then G = F (� 1; : : : ; � r ) � E is a �nite extension of F .
As the � i are algebraic and separable,G is a separable extension ofF (Theorem 3.8). From the
primitive element theorem, there exists � 2 G such that G = F (� ). As � 2 E ,

[G : F ] = [ F (� ) : F ] � n:

However, � 1; : : : ; � r 2 G, so these elements form a dependant set. It follows that[E : F ] � n. 2
It may turn out that every polynomial over a given �eld is separable. In this case we say that

the �eld is perfect. As we have seen, �elds of characteristic0 and �nite �elds are perfect. As
an example of a non-perfect �eld, we may take the �eld Fp(t), discussed in the previous section.
We will now give two criteria for a �eld to be perfect.

Proposition 3.3 A �eld F is perfect if and only if every algebraic extensionE of F is separable.

proof Suppose �rst that the �eld F is perfect and that E is an algebraic extension ofF . If
� 2 E , then m(�; F ) 2 F[X ] and so this polynomial is separable. It follows thatE is separable.

We now turn to the converse. We suppose that every algebraic extensionE of F is separable.
Let f = �g 1 � � � gn 2 F [X ], with � 2 F and gi 2 F [X ] irreducible for all i . Let E be a �nite (hence
algebraic) extension ofF containing the roots � 1; : : : ; � s of f . The roots of any gi are roots of
f . For a given root � k of gi we havem(� k ; F )jgi . As gi is irreducible, we havegi = �m (� k ; F ),
for some� 2 F . However, the roots ofm(� k ; F ) are simple, hence those ofgi (the same) are also
simple. Thereforef is separable. It follows that F is perfect. 2

We now turn to our second criterion.

Proposition 3.4 Let F be a �eld of characteristic p > 0. Then F is perfect if and only if, for
every a 2 F , there existsb 2 F such that a = bp (or, alternatively F = F p).

proof First let us suppose that for every a 2 F we can �nd b 2 F such that a = bp. Let
f 2 F [X ] be irreducible. If f (X ) = a0 + a1X p + a2X 2p + � � � + an X np , then

(b0 + b1X + � � � + X n )p = bp
0 + bp

1X p + � � � + bp
n X np = a0 + a1X p + � � � + an X np ;

hencef is reducible, a contradiction. It follows that at least one nonzero monomial inf has a
power which is not a multiple of p. This means that the derivative f 0 is nonzero and sof does
not have a multiple root. It now follows that F is perfect.

Now the converse. Suppose thatF is perfect and let a 2 F . We set f (X ) = � a + X p and
let � be a root of f . Then a = � p and f (X ) = ( � � + X )p. There is an r 2 N � such that
m(�; F ) = ( � � + X )r , becausem(�; F )jf (X ). As f is separable,r = 1 and so � 2 F . Thus we
have found ab 2 F , namely � , with a = bp. 2

3.3 Transitivity of separability

Before looking at the principle theme of this section we will prove a result which is often useful.

Proposition 3.5 Let F , K and E be �elds with K=F and E=K . If E is separable overF , then
K is separable overF and E is separable overK .
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proof Suppose that the conditions on the �elds F , K and E are satis�ed. First, as K is a
sub�eld of E , K is separable overF . We now show that E is separable overK . If � 2 E ,
then m(�; K )jm(�; F ). As m(�; F ) has no multiple roots, m(�; K ) also has no multiple roots,
becausem(�; F ) has no multiple roots. ThereforeE is separable overK . 2

We have seen that we may de�ne a partial orderR on the collection of �elds by F RE if E is
an algebraic extension ofF . In a similar way, we may de�ne a partial order R 0 by F R 0E if E is
a �nite separable extension ofF . As before the relation R 0 is clearly re�exive and antisymetric,
so we only need to prove the transitivity. Here however the proof is more di�cult than in the
former case. Clearly the di�culty arises only with in�nite �elds of characteristic p > 0. We will
begin with some preliminary results.

Lemma 3.1 Let f be a �eld of characteristic p > 0, E an algebraic extension ofF and � 2 E .
We setm(X ) = m(�; F (� p)) . Then m splits in E and � is the unique root ofm. If � is separable
over F (� p), then � 2 F (� p).

proof We set f (X ) = � � p + X p 2 F (� p). Then f (� ) = 0 and somjf . Now, f (X ) = ( � � + X )p

and som(X ) = ( � � + X )r , for somer � 1, thus m splits in E and has� as unique root.
If � is separable overF (� p), then m is irreducible and som0 6= 0 . Therefore m(X ) = � � + X

and � 2 F (� p). 2

Lemma 3.2 Let E be a �nite extension of F , where F is of characteristic p > 0. We note
K = F (E p), the sub�eld of E generated byF and the pth powers of elements ofE . Then K is
composed of all the linear combinations of elements ofE p with coe�cients in F .

proof Let (� 1; : : : ; � n ) be a basis ofE over F . It is clear that F (� p
1; : : : ; � p

n ) � K and, if e 2 E ,
then

e = � 1� 1 + � � � + � n � n =) ep = � p
1� p

1 + � � � + � p
n � p

n =) K � F (� p
1; : : : ; � p

n ):

Thus K = F (� p
1; : : : ; � p

n ).
As E is algebraic overF the elements ofF (� p

1) may be expressed as as polynomials in� p
1

with coe�cients in F (see the proof of Proposition 1.4). Now,� p
2 is algebraic overF , hence over

F (� p
1). This means that every element ofF (� p

1; � p
2) may be expressed as a polynomial in� p

2
with coe�cients in F (� p

1). Simplifying such expressions, we see that every element ofF (� p
1; � p

2)
may be expressed as a polynomial in� p

1 and � p
2 with coe�cients in F . Continuing in the same

way we �nd that every element of F (� p
1; : : : ; � p

n ) may be expressed as a polynomial in� p
1; : : : ; � p

n
with coe�cients in F . This implies that the elements of F (� p

1; : : : ; � p
n ) are linear combinations of

elements ofE p, with coe�cients in F . Of course, linear combinations of elements ofE p belong
to F (� p

1; : : : ; � p
n ) and the result follows. 2

We now consider the case whereF (E p) is not a proper subset ofE , i.e., E = F (E p).

Lemma 3.3 We suppose thatE be a �nite extension of F , where F is of characteristic p > 0
and that E = F (E p). If (� 1; : : : ; � n ) is a basis ofE over F , then so is (� p

1; : : : ; � p
n ).

proof In the previous lemma we saw that all elements ofF (E p) are linear combinations of
pth powers of members ofE . At the beginning of the proof we also saw that apth power of a
member ofE can be expressed as a linear combination ofpth powers of a basis, so it follows that
(� p

1; : : : ; � p
n ) is a generating set ofF (E p) = E . As [E : F ] = n, this set must also be a basis of

E . 2
The following proposition is interesting in its own right.
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Proposition 3.6 Let E be a �nite extension of F , where F is of characteristic p > 0. Then E
is a separable extension ofF if and only if E = F (E p).

proof We suppose �rst that E is a separable extension ofF and take � 2 E . The minimal
polynomial m(�; F ) has no multiple roots and so this is the case for the minimal polynomial
m(�; F (� p)) , becausem(�; F (� p)) jm(�; F ). Hence � is separable overF (� p) and, from 3.1,
� 2 F (� p) � F (E p). We have E � F (E p) � E , which implies that E = F (E p).

We now turn to the converse. Suppose thatE = F (E p). If E is not a separable extension
of F , then we can �nd � 2 E such that m(X ) = m(�; F ) is not separable. We havem0(X ) = 0
and som(X ) = m(X p):

m(X ) = b0 + b1X p + � � � + bs� 1X (s� 1)p + X sp :

As m(� ) = 0 , the elements1; � p; : : : ; � sp are dependant overF . However, m(X ) is a minimal
polynomial, so the elements1; � p; : : : ; � sp� 1 are independant overF . Also, sp � 1 � 2s � 1 � s,
hence1; �; : : : ; � s are independant overF . If necessary we may add vectors to obtain the basis
(1; �; : : : ; � s; u1; : : : ; ut ) of E over F . From the previous lemma, we know that thepth powers of
the elements of this basis form a basis and hence that1; � p; : : : ; � sp form an independant set, a
contradiction. Therefore m is separable and soE is a separable extension ofF . 2

We are now in a position to establish the transitivity of �nite separable extensions.

Theorem 3.7 Let F , K and E be �elds, with K=F , E=K and [E : F ] < 1 . If E is separable
over K and K separable overF , then E is separable overF .

proof From Corollary 3.1 and Proposition 3.1 it is su�cient to consider the case where F
is in�nite and has a characteristic p > 0. From the previous proposition E = K (E p) and
K = F (K p). Hence

E = K (E p) = F (K p)(E p) = F (K p; E p) = F (E p);

becauseK � E . From the previous proposition again,E is separable overF . 2

The result which we have just proved enables us to prove another, which seems quite natural.

Theorem 3.8 Let E be an extension ofF and � 1; : : : ; � n elements ofE which are algebraic and
separable overF . If E = F (� 1; : : : ; � n ), then E is separable overF .

proof We only have to consider the case whereF is in�nite and of characteristic p > 0. We
note E i = F (� 1; : : : ; � i ). Thus E i +1 = E i (� i ). We claim that E i +1 = E i (E

p
i +1 ). To begin with

E i ; E i +1 � E i +1 =) E i (E
p
i +1 ) � E i +1 :

To prove the equality we only need to show that� i +1 2 E i (E
p
i +1 ). Now, � i +1 is separable overF ,

hence overE i (�
p
i +1 ), becausem(� i +1 ; E i (�

p
i +1 )) jm(� i +1 ; F ). From Lemma 3.1 � i +1 2 E i (�

p
i +1 )

and soE i +1 = E i (E
p
i +1 ).

Now we can complete the proof. From Proposition 3.6, for eachi , E i +1 is separable over
E i . Applying successively Theorem 3.7 we obtain thatE is separable overEn � 2, then that E is
separable overEn � 3 and so on. Finally we obtain that E is separable overF . 2

Corollary 3.4 If E is the splitting �eld of a separable polynomialf 2 F [X ], then E is a separable
extension ofF .
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Chapter 4

Properties of �nite �elds

In the Chapter ?? we introduced �nite �elds and in Corollary 3.3 we showed that the multiplica-
tive group of such �elds is cyclic. We now examen more closely such �elds.

Proposition 4.1 If Fq is a �nite �eld, with q elements, then the roots of the polynomialA(X ) =
� X + X q 2 Fq[X ] are the elements ofFq.

proof From Corollary 3.3 we know that � q� 1 = 1 , for all � 2 Fq, which implies that f (� ) = 0 .
This is also the case for� = 0 , so the elements ofFq are all roots of A. Since A can have at
most q roots, the elements ofFq form a complete set of roots ofA. 2

Determining sub�elds is not di�cult.

Theorem 4.1 Let Fq be a �nite �eld, with q = pn elements, wherep is a prime number andn
a positive integer. Then a sub�eld ofFq has pm elements, for somem dividing n. On the other
hand, if m divides n, then there is a sub�eld ofFq with pm elements, and this sub�eld is unique.

proof Clearly a sub�eld K of Fq must have pm elements, for somem � n. Let [Fq : K ] = s and
B = f b1; : : : ; bsg be a basis ofFq over K . The elementsx 2 Fq can be written x = k1b1+ � � �+ ksbs,
with ki 2 K . Since eachki can take on pm values, Fq must have exactly (pm )s elements. Thus
ms = n and som divides n.

Conversely, if m divides n, then pm � 1 divides pn � 1, sof (X ) = � 1+ X pm � 1 divides g(X ) =
� 1 + X pn � 1 in Fq[X ]. Hence every root ofB (X ) = � X + X pm

is a root of A(X ) = � X + X pn

and so belongs toFq. Considering B as a polynomial over the �eld Fpm , we see thatFq must
contain a splitting �eld of B , which has orderpm , becauseB has pm distinct roots.

If there were two distinct sub�elds of order pm in Fq, then the polynomial B , which has
degreepm , would have more than pm roots in Fq, which is impossible. Therefore, there is a
unique sub�eld of Fq of order pm , where m divides n, which considts precisely of the roots ofB
in Fq. 2

We now consider irreducible polynomials over �nite �elds. In the �rst result we use the
primitive element theorem.

Proposition 4.2 For any �nite �eld Fq and positive integern, there exists an irreducible poly-
nomial f 2 Fq[X ] of degreen.
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proof There is a �nite extension E of Fq with qn elements and so[E : Fq] = n. From the
primitive element theorem, there exists � 2 E such that E = Fq(� ). The minimal polynomial
m(�; Fq) has degree[Fq(� ) : F ] = n, becauseE = F (� ). 2

Remark Since there is onlyq possibilities for each coe�cient, there can only be a �nite number
of polynomials, a fortiori of irreducible polynomials, of degreen over any Fq.

To continue we need two preliminary results.

Lemma 4.1 Let q = pn and f 2 Fq[X ] irreducible. If � is a root of f in an extension of Fq

and h 2 Fq[X ], then h(� ) = 0 if and only if f divides h.

proof It is su�cient to notice that the minimal polynomial of � is a� 1f , where a is the leading
coe�cient of f . 2

Lemma 4.2 Let f 2 Fq[X ] be irreducible of degreem. Then f divides A(X ) = � X + X qn
if

and only if m divides n.

proof First suppose that f divides A. Let � be a root of f in a splitting of f over Fq. Then
� � + � qn

= 0 , so � 2 Fqn . Thus Fq(� ) is a sub�eld of Fqn . Since[Fq(� ) : Fq] = m, we have

n = [ Fqn : Fq(� )][Fq(� ) : Fq] = [ Fqn : Fq(� )]m =) mjn:

Conversely, suppose thatm divides n. Suppose that q = pk ; then mk divides nk and so, by
Theorem 4.2,Fpnk contains Fpmk as a sub�eld, i.e., Fqn contains Fqm as a sub�eld. Let � be a
root of f in a splitting �eld of f over Fq. Then [Fq(� ) : Fq] = m and so we have

m = [ Fqm : Fq] = [ Fqm : Fq(� )][Fq(� ) : Fq] = [ Fqm : Fq(� )]m =) [Fqm : Fq(� )] = 1 :

It follows that Fqm = Fq(� ) and so � 2 Fqm � Fqn . This implies that � is a root of A(X ) =
� X + X pn

2 Fq[X ]. Therefore f divides A, by Lemma 4.1. 2

Corollary 4.1 Let E be an algebraic extension of a �nite �eld Fq. Then, for any element
� 2 E � , there exists a positive integern such that � n = 1 .

proof Let f = min( �; Fq). If the degree of f is m, then, using Lemma 4.2 (with m = n), we
obtain that f divides the polynomial B (X ) = � X + X qm

. Hence � � + � qm
= 0 . Multiplying

by � � 1, we obtain � qm � 1 = 1 . 2

In the next result we show that the roots of an irreducible polynomial may be expressed as
powers of a given root. This will enable us to �nd an explicit form of a spltting �eld.

Theorem 4.2 If f 2 Fq[X ] is of degreem, then f has a root � in Fqm . Moreover, all the roots
of f are simple and are powers of� .

proof Let � be a root of f in a splitting �eld of f over Fq. A splitting �eld of f over Fq has
the form Fqs , with s � 1, and Fq(� ) � Fqs . If Fq(� ) strictly contains Fqm , then

m = [ Fq(� ) : Fqm ][Fqm : Fq] = [ Fq(� ) : Fqm ]m > m;

a contradiction. HenceFq(� ) � Fqm , which implies that � 2 Fqm .
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If � is a root of f in Fqs , then � q is also a root: If f (X ) =
P m

i =0 ai X i , with ai 2 Fq, then

f (� q) = a0 + a1� q + � � � + am � qm

= aq
0 + aq

1� q + � � � + aq
m � qm

= ( a0 + a1� + � � � + am � m )q = f (� )q;

so � q is a root of f , as claimed. It follows that the elements �; � q; : : : ; � qm � 1
are roots of f .

These roots are distincts: Suppose, on the contrary, that� qj
= � qk

, with 0 � j < k � m � 1.
Then, multiplying by � m � k , we obtain

� qm � k + j
= � qm

= �:

From Lemma 4.1, f divides the polynomial A(X ) = � X + X qm � k + j
. However, from Lemma

4.2, we havem divides m � k + j , which is impossible, because0 < k � j � k � 1 implies that
0 < m � k + j < m . Hence them roots of f in Fqm are �; � q; : : : ; � qm � 1

. 2

Corollary 4.2 If f is an irreducible polynomial in Fq[X ] of degreem, then Fqm is a splitting
�eld of f over Fq.

proof In Theorem 4.2 we established thatFqm = Fq(� ), where � is a root of f in a splitting
�eld of f over Fq. However, Fq(� ) = Fq(�; � q; : : : ; � qm � 1

), which is a splitting �eld of f over
Fq. Therefore Fqm is a splitting �eld of f over Fq. 2

Using Lemma 4.2 we may deduce a factorization of the polynomialA[X ] = � X + X qn
.

Theorem 4.3 For a �nite �eld Fq and n 2 N � , the product of all the monic irreducible polyno-
mials over Fq whose degree divides n is equal toA[X ] = � X + X qn

.

proof From Lemma 4.2, the monic irreducible polynomials inFq[X ] which occur in the factor-
ization of A[X ] are precisely those whose degree dividesn. SinceA0(X ) = � 1 + qn X qn � 1 = � 1,
A has no multiple roots in a splitting �eld over Fq. Thus each monic irreducible polynomial
occurring in the factorization of A occurs exactly once. 2

Example The monic irreducible polynomials in F2[X ] are f 1(X ) = X , f 2(X ) = 1 + X and
f 3(X ) = 1+ X + X 2. A simple calculation shows that the product of the f i is A(X ) = � X + X 4,
which is not surprising, because4 = 22 and the divisors of 2 are 1 and 2.

Exercise 4.1 Let Nq(d) be the number of monic irreducible polynomials of degreed in Fq[X ].
Show that

qn =
X

djn

dNq(d):
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Chapter 5

Normal extensions

In this short chapter we will consider another type of extension. LetE be an algebraic extension
of F such that any irreducible polynomial f 2 F [X ] having a root � 2 E splits over E . In this
case we say thatE is a normal extension of F .

Proposition 5.1 The algebraic extensionE is normal over F if and only if, for each � 2 E ,
the minimal polynomial m(�; F ) splits over E

proof Let E be a normal extension ofF and � 2 E . The polynomial m = m(�; F ) is irreducible
and has a root, namely� , in E . Therefore m splits over E .

Now let us suppose that E is an algebraic extension ofF and that, for each � 2 E , the
minimal polynomial m(�; F ) splits over E . Let f be an irreducible polynomial in F [X ] and � a
root of f in E . As m = m(�; F ) and f are irreducible and mjf , i.e., f = cm, where c 2 F . As
m splits over E , so doesf . Thus E is a normal extension ofF . 2

Example The number �eld Q( 3
p

2) is not a normal extension ofQ. The minimal polynomial
m( 3

p
2; Q) = 2 � X 3 and the complex roots of this polynomial do not belong toQ( 3

p
2).

We have other equivalent conditions particularly when E is a �nite extension of F . We need
a de�nition. If F = f f i gi 2 I is a collection of polynomials inF [X ], E an extension ofF such that
E is generated byF and the roots of the f i , then we say that E is a splitting �eld of F .

Proposition 5.2 The following conditions are equivalent for an algebraic extensionE of F :

� a. E is a normal extension ofF ;

� b. E is the splitting �eld of a collection of polynomials in F [X ];

� c. If C is an algebraic closure ofF , with E=F and C=E, and � : E �! C is an F -
monomorphism, then � (E ) = E.

proof a. =) b. Let F = f m(�; F ) : � 2 Eg and A the family of roots of the polynomials in
F . If � 2 E , then � 2 A and soE � F (A), the sub�eld of E generated byF and A. To see that
F (A) � E it is su�cient to notice that F � E , becauseE is an extension ofF and that A � E ,
because the extensionE is normal. (If � 2 E , then all the roots of m(�; F ) are in E).

b. =) c. By hypothesis there is a collection of polynomialsF � F [X ] such that E = F (A),
where A is the family of roots of members ofF . Let C be an algebraic closure ofF containing
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E and � : E �! C a monomorphism. We claim that � (A) = A. Indeed, if a 2 A, then a is a
root of a polynomial f 2 F ; this implies that � (a) is also a root of f . Thus � (A) � A and �
induces an injection from the set of roots off into itself. As f has a �nite number of roots, this
injection is also a surjection and it follows that � (A) = A. Then

� (E ) = � (F (A)) = F (� (A)) = F (A) = E:

c. =) a. Suppose that the condition c. is satis�ed and that the extension E is not normal.
Then there exists an irreducible polynomial f 2 F [X ] which has roots � and � , with � 2 E
and � 2 C n E. Let � be the F -homomorphism of F (� ) into C such that � (� ) = � . � is an
F -monomorphism becausem(�; F ) = m(�; F ). As E is an algebraic extension ofF (� ), from
Theorem 2.7, � may be extended to a monomorphism� of E into C. However,

� (� ) = � (� ) = � =2 E;

and so we have a contradiction to the conditionc. It follows that c. =) a. 2

We have seen that there is a transitivity property for algebraic extensions and for �nite sep-
arable extensions. However, such a property does not exist for normal extensions. It may be
so that K is a normal extension ofF and E a normal extension ofK , without E being a nor-
mal extension of F . Here is an example. We setF = Q, K = F (� ), where � is the positive
square root of 2 and E = F (� ), where � is the positive 4th root of 2. K is a splitting �eld of
the polynomial f (X ) = � 2 + X 2 2 F [X ] and so K is a normal extension ofF . Also, E is a
splitting �eld of the polynomial g(X ) = � � + X 2 2 K [X ], so E is a normal extension ofK . Let
h(X ) = � 2 + X 2 2 F [X ]. Then h has a root in E (in fact, two roots); however, the roots � i�
are not in E . Therefore, E is not a normal extension ofF .

Although we do not have transitivity, we can say something when we have three �elds related
by inclusion.

Proposition 5.3 Suppose thatK=F and E=K , with E normal over F . Then E is normal over
K .

proof As E is normal over F , by Proposition 5.2 a. =) b. , there is a collection of polynomials
F � F [X ] such that E = F (A), where A is the family of roots of the polynomials in F . Now,
F � K implies that F � K [X ], hence, by Proposition 5.2b. =) a., E is normal over K . 2

For �nite extensions we have a particularly simple characterization of normality:

Theorem 5.1 The �nite extension E of F is normal if and only if E is the splitting �eld of a
polynomial f 2 F [X ].

proof Suppose that E is normal over F . Let � 1; : : : ; � n be a basis ofE over F and mi =
m(� i ; F ), for i = 1 ; : : : ; n. As � i 2 E and E is normal, mi splits over E . It follows that
f = m1 � � � mn splits over E . If K=F and E=K and f splits over K , then � 1; : : : ; � n 2 K . As
the � i form a basis ofE , we must haveK = E. Therefore E is a splitting �eld of f .

For the converse it is su�cient to apply Proposition 5.2 ( b. =) a.). 2

Corollary 5.1 A �nite extension of a �nite �eld is normal.
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proof Let F be a �nite �eld and E a �nite extension of F , with [E : F ] = n. As F is �nite we
know that there is a prime number p and a positive integerk such that jF j = pk . It follows that
jE j = pkn . Every element a 2 E is a root of the polynomial f (X ) = � X + X pkn

2 F [X ]. As
degf = pkn , f splits in E . If K is a proper sub�eld of E , then f cannot split in K , because at
least one element ofE , i.e., a root of f , is missing. ThereforeE is a splitting �eld of f and so,
from Theorem 5.1, E is a normal extension ofF . 2

We �nish this section with another criterion for an extension to be normal.

Proposition 5.4 Let F be a �eld and � 1; : : : ; � n algebraic over F such that the roots of the
minimal polynomials m(� i ; F ) lie in F (� 1; : : : ; � n ). Then the �eld F (� 1; : : : ; � n ) is a normal
extension ofF .

proof Let f be the highest common factor of the minimal polynomialsm(� i ; F ). Then f 2 F [X ]
and f divides the product of the minimal polynomials. Thus every root of f is a root of one of the
minimal polynomials and so, by hypothesis, lies inF (� 1; : : : ; � n ). It follows that F (� 1; : : : ; � n )
contains a splitting �eld of f . However, for eachi , � i is a root of one of the factors ofm(� i ; F )
and so is a root of f . This means that each � i must belong to a splitting �eld of f and so
F (� 1; : : : ; � n ) lies in such a �eld. We have shown thatF (� 1; : : : ; � n ) is a splitting �eld of f and
so , by Theorem 5.1, is a normal extension ofF . 2

5.1 Normal closures

Let E be an algebraic extension ofF and N an algebraic extension ofE such that N is normal
over F . If N is minimal with this property, i.e., there is no proper sub�eld of N with the same
property, then we say that N is a normal closure of E over F .

Let E be �nite extension of F . Then, from Proposition 1.3, E is algebraic over F and
there exist � 1; : : : ; � n 2 E such that E = F (� 1; : : : ; � n ). We note mi (X ) = m(� i ; F ) and
m(X ) = m1(X ) � � � mn (X ) and let N be a splitting �eld of m. N is a �nite extension of F
containing E. As N is a �nite extension of E , N is algebraic overE . From Theorem 5.1, N is
a normal extension ofF . We claim that N is a normal closure ofE over F . To see this, let K
be a sub�eld of N containing E, which is also normal overF . From Proposition 5.1, eachmi

splits over K , hence so doesm. It follows that K = N and soN is a normal closure ofE over
F . Therefore, at least in the case of �nite extensions, normal closures exist. In fact, this is also
true for transcendental extensions.

Lemma 5.1 Let F be a �eld and E an algebraic extension ofF . If f E i gi 2 I is a collection of
sub�elds of E normal over F , then the intersection K of the E i is normal over F .

proof The intersection K is clearly a �eld. If � 2 K , then � 2 E i , for each i 2 I . This implies
that the minimal polynomial m(�; F ) splits over E i , for eachi 2 I , and hence overK . It follows
that K is normal over F . 2

Theorem 5.2 If E is an algebraic extension ofF , then there is a normal closure ofE over F .

proof Let C be an algebraic closure ofE . Then C is an algebraic extension ofE , hence of
F . C is also a normal overF . Thus the collection of normal extensions ofF containing E is
non-empty. Using the lemma, we see that the intersectionN of all such extensions ofF is normal
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and contains E and so is a normal closure ofE over F . 2

We will now see that normal closures are unique up to isomorphism.

Theorem 5.3 If N and N 0 are normal closures ofE over F , then N and N 0 are F -isomorphic.

proof Let C be an algebraic closure ofF and � : E �! C a F -monomorphism. (From
Theorem 2.7 such a monomorphism exists.) From Theorem 2.7 again, we can extend� to a
monomorphism � (resp. � 0) from N (resp. N 0) into C. Then � (N ) and � 0(N 0) are both normal
closures of� (E ) over � (F ). From Lemma 5.1, � (N ) \ � 0(N 0) is normal over � (F ) and contains
� (E ). By minimality, � (N ) = � (N ) \ � 0(N 0) = � 0(N 0). If we set � = � 0 � � , then � is an
isomorphism from N onto N 0. 2

Exercise 5.1 Let E be �nite separable extension ofF and N a normal closure of E over F .
Show thatN is a �nite separable extension ofF .

An extension E of F is a Galois extensionif it is both separable and normal. In the case of
�elds of characteristic 0 or of �nite �elds such extensions are very common: the extensionE only
needs to be a splitting �eld of a polynomial in F [X ]. From what we have seen, a �nite extension
of a �nite �eld is a Galois extension.
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Chapter 6

The Galois group

If E is an extension ofF , then the collection of automorphisms ofE �xing F , together with the
composition of mappings� , form a group called the Galois group of the extension E of F . We
note this group Gal(E=F ). We begin with some basic properties of this group.

Proposition 6.1 If E is a �nite extension of F , then the Galois groupGal(E=F ) is �nite.

proof Let (� i )n
i =1 be a basis ofE over F and let us note mi = m(� i ; F ). If � 2 Gal(E=F ),

then, for any � i , � (� i ) is a root of mi , hence there is a �nite number of choices for� (� i ). As �
is determined by the values of the� (� i ) and those ofF , which are left unchanged by� , there is
a �nite number of automorphisms. 2

Let us look at some examples of Galois groups.

Example 1. G = Gal(Q(
p

2); Q). An element � 2 G is determined by its value on
p

2. Sincep
2 is a root of the polynomial f (X ) = � 2 + X 2, so is� (

p
2), which implies that � (

p
2) = �

p
2.

This leads to two distinct automorphisms, namely the identity and the automorphism � de�ned
by � (a + b

p
2) = a �

p
2, henceG = f idQ (

p
2) ; � g ' Z2.

Example 2. G = Gal(Q( 3
p

2); Q). An element � 2 G is determined by its value on 3
p

2. Since
3
p

2 is a root of the polynomial f (X ) = � 2 + X 3, so is � ( 3
p

2). However, � ( 3
p

2) 2 Q( 3
p

2) � R ,
so � ( 3

p
2) = 3

p
2, which implies that � is the identity. Thus G = f idQ ( 3p 2) g.

It is interesting to notice that apparently similar extensions may have quite di�erent Galois
groups. It is quite easy to see that the Galois group ofC over R has just two elements, namely
the identity and complex conjugation and so is isomorphic toZ2. But what can we say of the
Galois group of R over Q.

Example 3. G = Gal(R =Q). Let � 2 G and suppose thata < b. Then b� a = y2, for some
y 6= 0 , and

� (b) � � (a) = � (b� a) = � (y2) = � (y)2 > 0 =) � (a) < � (b):

If � 6= id R , then there exists x such that � (x) 6= x. If � (x) > x , then there exists a rational
number r such that x < r < � (x). and � (x) < � (r ) < � 2(x). However, � (r ) = r , becauser 2 Q,
so we have a contradiction, hence� (x) 6> x . A similar argument shows that � (x) 6< x and it
follows thar � is the identity on R. Therefore G = f idR g.
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If the extension E of F is Galois, then we can be more precise.

Theorem 6.1 If E is a �nite Galois extension of F , then we havejGal(E=F )j = [ E : F ].

proof As E is a �nite normal extension of F , E is the splitting �eld of a polynomial f 2 F [X ],
which is a product of minimal polynomials (see Theorem 5.1 and its proof). However, the ex-
tension E is also separable, hence the minimal polynomials in the product are separable and it
follows that E is a splitting �eld of a separable polynomial. Now applying Theorem 3.1 with
E 0 = E, F 0 = F and � the identity, we obtain the result. 2

Remark From Theorem 6.1, the extensionQ( 3
p

2) is not Galois.

6.1 Fundamental theorem of Galois theory

In this section we consider the relation between extensions of a �eldF included in a given
extension E and subgroups of the Galois groupGal(E=F ). We begin with two de�nitions. For
H , a subgroup ofGal(E=F ), we write

F (H ) = f x 2 E : � (x) = x; 8� 2 H g:

We often write E H for F (H ). It is easy to check that E H is a �eld and that F � F (H ) � E .
E H is called the �xed �eld of H in E . For an intermediate �eld K , i.e., K=F and E=K , we set

G(K ) = Gal(E=K ) = f � 2 Gal(E=F ) : � (x) = x; 8x 2 K g:

It is not di�cult to show that G(K ) is a subgroup ofGal(E=F ).
We will note S(Gal(E=F )) , or just S(G), the set of subgroups ofGal(E=F ) and T (E=F ), or

just T , the set of intermediate �elds between F and E. With inclusion both of these sets are
partially ordered.

We recall that, if (A; � a) and (B; � b) are partially ordered sets and� is a mapping from A
into B such that, for x; y 2 A,

x � a y =) � (x) � b � (y);

then � is said to order-preserving. On the other-hand, if

x � a y =) � (y) � b � (x);

then � is said to order-reversing. It is not di�cult to see that the mappings F and G are
order-reversing.

Theorem 6.2 Suppose thatE is a �nite extension of F . Then E is Galois extension if and only
if F (G) = F , where G = Gal(E=F ).

proof Let us �rst suppose that E is a Galois extension ofF . We set F0 = F (G). As F � F0,
every F0-automorphism is an F -automorphism. If there is an F -automorphism � which is not
an F0-automorphism, then we can �nd an element y 2 F0 n F such that � (y) 6= y. However, by
de�nition of F0, this is not possible, and so everyF -automorphism is an F0-automorphism. As
E is separable overF and F0 is an intermediate �eld, E is separable overF0 (Proposition 3.5).
Therefore, using Theorem 6.1, we have

[E : F ] = jGal(E=F )j = jGal(E=F0)j = [ E : F0]
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and it follows that F0 = F .
We now turn to the converse. We suppose thatF (G) = F . From Proposition 6.1 we know

that the Galois group G = Gal(E=F ) is �nite. Let G = f � 1; : : : ; � n g, with � 1 the identité. We
need to show that the extensionE is both normal and separable. We will �rst show that it is
normal. We consider an irreducible polynomial f 2 F [X ] with a root � in E . Applying the
automorphisms � i to � , we obtain r distinct images:

� = � 1 = � 1(� ); � 2 = � 2(� ); : : : ; � r = � r (� );

where we have supposed that the �rstr automorphisms give the distinct images. Let us write

e1 =
rX

i =1

� i ; e2 =
X

i<j

� i � j ; e3 =
X

i<j<k

� i � j � k ; : : : ; er =
rY

i =1

� i :

(These expressions are just the evaluations at(� 1; : : : ; � r ) of the elementary polynomials in
E(X 1; : : : ; X r ).)

Any � 2 G permutes the � i and so, for eachi , we have� (ei ) = ei . Therefore the ei belong
to F (G) = F . We now consider the polynomial

g(X ) = ( � � 1 + X ) � � � (� � r + X ) = ( � 1)r er + � � � + e2X r � 2 � e1X r � 1 + X r 2 F [X ]:

We claim that g = m(�; F ). Let h(X ) =
P m

i =0 bi X i , with h(� ) = 0 . Then, for every i ,

0 = � i (h(� )) = h(� i (� )) = h(� i ):

As the roots of g are roots of h, g divides h and sog = m(�; F ) as claimed.
We now return to the polynomial f . As f is irreducible and has � as a root, there is a

constant c 2 F such that f = cg. As the � i 2 E, g splits over E , and so doesf . We have shown
that E is a normal extension.

We now show that the extensionE is also separable. We take� 2 E . The polynomial g
which we de�ned above is the minimal polynomial m(�; F ) and this has distinct roots. Hence�
is a separable element and it follows that the extensionE is separable overF . 2

In the last result we saw that, in the case of a �nite Galois extension,F (G) = F . It is natural
to ask whether there is a subgroupH of G such that F (H ) = F . In the next theorem, we will
see that the answer is negative.

Theorem 6.3 If E is a �nite Galois extension of F and H a proper subgroup of the Galois
group G = Gal(E=F ), then F is properly contained in F (H ).

proof We will give a proof by contradiction. Suppose that H is a proper subgroup ofG and that
F (H ) = F . As E is a �nite separable extension ofF we may apply the primitive element theorem
(Theorem 3.3): there exists� 2 E such that E = F (� ). We de�ne a polynomial f 2 E [X ] by

f (X ) =
Y

� 2 H

(� � (� ) + X ):

For � 2 H , we de�ne the polynomial � f by applying � to the coe�cients of f . It is easy to see
that

� f (X ) =
Y

� 2 H

(� � � (� ) + X ) = f (X ):
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Therefore the coe�cients of F are �xed by � , which implies that f 2 F [X ], becauseF (H ) = F .
Now we notice that � is a root of f . (It is su�cient to take � = id ). Thus

degf = jH j < jGj = [ E : F ] = [ F (� ) : F ] = deg m(�; F ) � degf;

a contradiction. This establishes the result. 2

We now turn to the fundamental theorem of Galois theory. The theorem has three parts,
which we will handle separately.

Theorem 6.4 Let E be a �nite Galois extension of a �eld F , with Galois group G. As above
we write S the set of subgroups ofG and T for the set of intermediate �elds betweenF and E.
Then the mappingsF : S �! T and G : T �! S are bijections, each one being the inverse of
the other.

proof First, let us consider the mapping GF. We take a subgroupH of G. Then

� 2 H =) � (x) = x 8x 2 F (H ) =) � 2 Gal(E=F (H )) = GF(H ):

Therefore H � GF (H ). Suppose that we do not have equality. Using Propositions 3.5 and 5.3
we see thatE is a �nite Galois extension of F (H ). As H is a proper subgroup ofGF(H ) =
Gal(E=F (H )) , from Theorem 6.3, with F (H ) as F , then F (H ) is properly contained in itself, a
contradiction. It follows that we have H = GF(H ).

We now consider the mappingFG. Let K be a �eld intermediate between F and E. Using
Propositions 3.5 and 5.3 we see thatE is a �nite Galois extension of K . Then, from Theorem
6.2, F (Gal(E=K )) = K , i.e., FG(K ) = K . This �nishes the proof. 2

Up to now we have seen that, in the case of �nite Galois extensions, the mappingsF and
G are order-reversing bijections. We will now see that these mappings have other properties,
namely they associate certain types of subgroups with particuler sorts of intermediate �elds.

We need a de�nition. If K is a sub�eld of a �eld E and � an automorphism of E , then � (K )
is a sub�eld of E . Such a sub�eld is called aconjugate sub�eldof K .

Theorem 6.5 Let E be a �nite Galois extension of F and G the associated Galois group. If
H is a subgroup ofG, � 2 G and K = F (H ), then F (�H� � 1) = � (K ), i.e., F associates a
conjugate subgroup to a corresponding conjugate sub�eld.

proof We have

F (�H� � 1) = f x 2 E : �� � � 1(x) = x 8� 2 H g

= f x 2 E : � (� � 1(x)) = � � 1(x) 8� 2 H g

= f x 2 E : � � 1(x) 2 F (H )g = � (K ):

This ends the proof. 2

We now consider normal subgroups of the Galois group. We notice �rst that, if K is an
intermediate �eld, then E is always a normal extension ofK (Proposition 5.3); however, K may
not be a normal extension ofF .
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Theorem 6.6 Suppose thatE is a �nite Galois extension of F and G the associated Galois
group. Then K is a normal extension ofF if and only if H = Gal(E=K ) is a normal subgroup
of G. In this case the Galois groupGal(K=F ) is isomorphic to the quotient groupG=H.

In addition, for any subgroup H (not necessarily normal),

[K : F ] = [ G : H ] and [E : K ] = jH j:

proof Let K be an intermediate �eld which is a normal extension of F and C an algebraic
closure ofF , with C=E. (From Exercise 2.3 such an algebraic closure exists.) Suppose that�
is an F -monomorphism from K into E , thus into C. As K is separable overE , we may extend
� to an F -monomorphism ~� : E �! C (Theorem 3.2). As E is a normal extension ofF , from
Proposition 5.2, ~� is an F -automorphism of E . Hence, everyF -monomorphism � of K into E
is a restriction of an F -automorphism ~� of E . In addition, clearly every F -automorphism of E
restricted to K is an F -monomorphism of K into E . Thus the F -monomorphisms fromK into
E are the restrictions to K of F -automorphisms of E , i.e., of elements of� 2 G. As K is a
normal extension ofF , using Proposition 5.2 again, we see that� is an F -automorphism of K .
If K = F (H ), then with Theorem 6.5 we have

F (H ) = K = � (K ) = F (�H� � 1) =) H = �H� � 1;

and soH is a normal subgroup ofG.
Now we suppose thatH is a normal subgroup ofG. For any � 2 G, we haveH = �H� � 1.

Then, for K = F (H ),
� (K ) = F (�H� � 1) = F (H ) = K:

Let f 2 F [X ] be irreducible with a root � 2 K . BecauseK � E and E is a normal extension of
F , all the roots of f lie in E , soE contains a splitting �eld S of f , which is an extension ofK . If
� 0 is another root of f , then using Proposition 2.2 with � = id , we may �nd an F -isomorphism
� : F (� ) �! F (� 0), which is such that � (� ) = � 0. Now, applying Theorem 2.2, we can extend
� to an F -automorphism � 0 of E 0. We would like to extend � 0 to an F -automorphism of E . We
take an algebraic closureC of E 0, which is an extension ofE . Then we may consider� 0 as a
monomorphism of E 0 into C, which we can extend to �̂ : E �! C. However, E is a normal
extension of E 0, becauseE is such an extension ofF and so, from Proposition 5.2, �̂ (E ) = E .
Thus, �̂ is an F -automorphism of E , such that �̂ (� ) = � 0. As �̂ (K ) = K and � 2 K , � 0 2 K . It
follows that K is a normal extension ofF .

We have proved the hardest part of the theorem. Now we turn to the remaining parts. First,
we show that Gal(K=F ) ' G=H, if H � G. Consider the mapping

� : Gal(E=F ) �! Gal(K=F ); � 7�! � jK :

In the �rst part of the proof we saw that the elements of the Galois group Gal(K=F ) are the
restrictions to K of the elements of the Galois groupGal(E=F ). Hence, the mapping� is an
epimorphism. Also,

Ker � = f � 2 Gal(E=F ) : � jK = id jK g = Gal(E=K ) = H:

It follows that
Gal(E=F )=H ' Gal(K=F ):

To conclude, we notice that

jGj = [ E : F ] = [ E : K ][K : F ] = jH j[K : F ] =) [K : F ] =
jGj
jH j

= [ G : H ]
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and

[E : K ] =
[E : F ]
[K : F ]

=
jGj

jGj=jH j
= jH j:

This ends the proof 2

Remark We may sum up the results of Theorem 6.6 in the following way. IfH is a subgroup of
the Galois group G = Gal(E=F ) and K the corresponding intermediate �eld betweenF and E
(K = F (H )), then

[E : K ] = jH j = jGal(E=K )j

and
[K : F ] = [ G : H ]:

If, in addition, H is a normal subgroup ofG, then K is a normal extension ofF and we may
extend the second line to obtain

[K : F ] = [ G : H ] = jG=Hj = jGal(K=F )j:

The Theorems 6.4, 6.5 and 6.6 which we have just proved are usually handled together under
the name of the fundamental theorem of Galois theory. As two of the parts are rather long, it
seems to us preferable to divide the theorem into parts.

We have seen that a �nite extension E of a �eld F gives rise to a �nite group of automor-
phisms of E , namely the Galois groupGal(E=F ). Suppose now that we have a �nite group of
automorphisms G of a �eld E . It is natural to ask whether there exists a sub�eld F of E such
that G is the Galois groupGal(E=F ). This is in fact the case as we will now see.

Let E be a �eld and G a �nite subgroup of the group of automorphisms of E . We suppose
that jGj = n and set

F = E G = f x 2 E : g(x) = x; 8g 2 Gg:

F is clearly a sub�eld of E ; it is called the �xed �eld of G in E .

Theorem 6.7 (Artin) The �eld E is a �nite Galois extension of F and

Gal(E=F ) = G:

proof We de�ne an action � of the group G on E :

� : G � E �! E; (g; x) 7�! g(x):

Let us take � 2 E and note O� the orbit of � :

O� = f g(� ) : g 2 Gg = f � 1; : : : ; � sg;

with � 1 = � and s � n. We set

f (X ) =
sY

k=1

(� � k + X ):

An element of G permutes the � i ; given that the coe�cients of the polynomial f are symmetric
polynomials in the � i , these coe�cients are �xed by G and so f 2 F [X ]. Hence every element
� 2 E is the root of a f 2 F [X ], with degf � n. As the roots of f are distinct, E is a separable
extension ofF . From Proposition 3.2, E is a �nite extension of F and [E : F ] � n.
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We need to show that E is a normal extension ofF . From the primitive element theorem,
there exists � 2 E such that E = F (� ). As the roots of the minimal polynomial m(�; F ) lie in
the orbit of � , which is contained in E , E is a splitting �eld of m(�; F ); it follows from Theorem
5.1 that E is a normal extension ofF . We have shown that E is a Galois extension ofF .

To conclude, we show thatG is the Galois groupGal(E=F ). By de�nition of F , every element
of G �xes the elements of F , so G � Gal(E=F ). In addition, from Theorem 6.1, we know that
jGal(E=F )j = [ E : F ] � n, hence

n = jGj � j Gal(E=F )j � n

and it follows that
G = Gal(E=F ):

This ends the proof. 2

The theorem which we have just proved has an interesting application. We recall a de�nition.
If F is a �eld and F [X 1; : : : ; X n ] is the ring of polynomials in n variables with coe�cients in
F , then we write F (X 1; : : : ; X n ) for the �eld of fractions of F [X 1; : : : ; X n ]. This �eld is called
the �eld of rational functions in n variables over F . The rational fractions of the symmetric
polynomials form a sub�eld of F (X 1; : : : ; X n ), which we will note FS (X 1; : : : ; X n ). We are inter-
ested in �nding the degree of the extensionF (X 1; : : : ; X n )=FS (X 1; : : : ; X n ) and its Galois group.

If � 2 Sn , then the mapping de�ned by X i 7�! X � ( i ) induces an automorphism �� of the
�eld F (X 1; : : : ; X n ). The mapping � 7�! �� is a group monomorphism, soSn may be considered
to be a subgroup of the group of automorphisms ofF (X 1; : : : ; X n ). The �xed �eld of Sn is
clearly FS (X 1; : : : ; X n ). From Artin's theorem (Theorem 6.7) we deduce that F (X 1; : : : ; X n ) is
a �nite Galois extension of FS (X 1; : : : ; X n ), with Galois group Sn . It folows that the dimension
of F (X 1; : : : ; X n ) over FS (X 1; : : : ; X n ) is n!.

Conjugates in Galois extensions

If E is a �nite �eld extension of a �eld F and � 2 E , then we say that any root of the
minimal polynomial m(�; F ) is an (F -)conjugate of � . It is clear that, for all � 2 Gal(E=F ),
� (� ) is an F -conjugate of � . However, in general, not all conjugates of� are of this form. For
example, the Q-conjugates of 3

p
2 are 3

p
2, j 3

p
2 and j 2 3

p
2, where j is a primitive 3rd root of

unity. If � 2 Gal(Q( 3
p

2); Q), then Im (� ) � R , so there is no� 2 Gal(Q( 3
p

2); Q) such that
� ( 3

p
2) = j 3

p
2. The following result ensures that, if E=F is a �nite normal extension, then all

F -conjugates of an element� 2 E are images of� by an element in the Galois group.

Proposition 6.2 If E is a �nite normal extension of F and � 2 E then the set

A = f � (� ) : � 2 Gal(E=F )g

is the set of conjugates of� .

proof If � is a conjugate of � , then, from Proposition 2.3, there is an F -isomorphism � :
F (� ) �! F (� ) such that � (� ) = � , since m(�; F ) 2 F [X ] is irreducible. Both F (� ) and F (� )
are sub�elds of E . (As E is a normal extension ofF , we may suppose that all the conjugates
of � lie in E .) From Theorem 5.1 there exists a polynomialg 2 F [X ] whose splitting �eld is E .
Now, g 2 F (� )[X ] and, in the notation of Theorem 2.2, with � = � , we haveg� = g. It follows
that there exists � 0 2 Gal(E=F ) such that � 0(� ) = � . 2
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We have shown, at least in the case whereE is a normal extension ofF , that the set of
conjugates of the element� 2 F is composed of elements of the form� (� ), where� 2 Gal(E=F ).
However, it may be so that there are members�; � 2 Gal(E=F ) such that � (� ) = � (� ). We
are interested in knowing the number of automorphisms� 2 Gal(E=F ) which give us the same
conjugate.

Proposition 6.3 Let E be a �nite Galois extension of F , � 2 E and � a conjugate of � 2 L .
Then the number of� 2 Gal(E=F ) such that � (� ) = � is equal to the dimension[E : F (� )].

proof Let � be a conjugate of� . There exists � 0 2 Gal(E=F ) such that � 0(� ) = � . We have

f � 2 Gal(E=F ) : � (� ) = � g = f � 2 Gal(E=F ) : � (� ) = � 0(� )g

= f � 2 Gal(E=F ) : � 0� 1� (� ) = � g:

Thus we have a bijection between the automorphisms� 2 Gal(E=F ) such that � (� ) = � and
the automorphisms � 2 Gal(E=F ) such that � (� ) = � . However, � 2 Gal(E=F ) �xes � if and
only if � 2 Gal(E=F (� )) . From Theorem 6.6 we have

jGal(E=F (� )) j = [ E : E Gal (E=F ( � )) ];

where E Gal (E=F ( � )) is the �xed �eld of Gal(E=F (� )) . Moreover, by Propositions 3.5 and 5.3E
is a Galois extension ofF (� ). Using Theorem 6.2 we obtain

E Gal (E=F ( � )) = F (� )

and so
[E : E Gal (E=F ( � )) ] = [ E : F (� )]:

This ends the proof. 2

Remark If E is a Galois extension ofF and the conjugates of an element� 2 E are distinct,
then it is natural to ask whether these elements form a basis ofE over F . (If E is a Galois
extension of F , then jGal(E=F )j = [ E : F ].) This is not in general the case. However, the
normal basis theorem ensures that for some� 2 E this is the case. (For a proof, see for example
[23]).

6.2 Composita

In this section we will be primarily interested in intersections of subgroups of the Galois group.
We begin with a de�nition. If K and L are sub�elds of a �eld E , then the intersection of all
sub�elds of E containing these �elds, which we noteKL , is called the compositum of K and L.
Clearly KL is the smallest sub�eld of E containing K and L. Of course we may easily generalize
this de�nition to more than two sub�elds, even to an in�nite number of sub�elds.

The subsetR of E de�ned by

R =
� X

i 2 I

ki l i : ki 2 K; l i 2 L; jI j < 1
	

is the smallest subring ofE containing both K and L. The ring of fractions of R is the compositum
KL in E .
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Theorem 6.8 Let K and L be extensions ofF in E , where K is a �nite Galois extension of F .
Then

� a. KL is a �nite Galois extension of L ;

� b. If � 2 Gal(KL=L ), then the restriction of � to K belongs toGal(K=F ) and the mapping

� : Gal(KL=L ) �! Gal(K=F ); � 7�! � jK

is a monomorphism;

� c. K is a Galois extension of K \ L and the image of � is Gal(K=K \ L); � is an
isomorphism if and only if K \ L = F .

proof a. From the primitive element theorem there is an element� 2 K such that K = F (� ),
hence

KL = LF (� ) = L(� ):

As � is algebraic overF , therefore over L , L (� ) is a �nite extension of L . As K is a separable
extension of F , � is separable overF , hence overL , and it follows that L (� ) is separable over
L . We have shown that KL is separable overL .

We now need to show thatKL is a normal extension ofL . Let f = m(�; F ) and g = m(�; L ).
Then gjf . As f has a root � 2 K and K is a normal extension ofF , all the roots of f are in
K . It follows that all the roots of g are in K � KL = L(� ) and soL(� ) is a splitting �eld of g.
Thus KL is a normal extension ofL .

b. Let � 2 Gal(KL=L ). We need to show that � (K ) = K and � jK �xes F . For any � 2 K ,
� (� ) is a root of the minimal polynomial m(�; F ). As K is a normal extension ofF , � (� ) 2 K .
Thus � (K ) � K . In the same way, � � 1(K ) � K and so � (K ) = K . In addition, the fact that
F � L implies that � �xes F and so� jK �xes F . Therefore � jK 2 Gal(K=F ). If � 2 Gal(KL=L )
and � 2 K , then

(� � � ) jK (� ) = ( � � � )( � ) = � (� (� )) = � jK � � jK (� );

therefore � is a homomorphism.
We now need to show that � is injective. If � jK �xes each element ofK , then � �xes each

element of K and each element ofL and so �xes each element ofKL . This establishes the
injectivity of � . Hence� is a monomorphism.

c. First we show that K is a Galois extension ofK \ L . As F � K \ L � K and K is a
Galois extension ofF , from Propositions 3.5 and 5.3,K is a Galois extension ofK \ L .

We set A = Im � . A is a subgroup of the Galois groupGal(K=F ), thus, by Theorem 6.4,
A = Gal(K=K A ). Moreover,

K A = f x 2 K : � (x) = x 8� 2 Gal(KL=L )g;

since the elements ofA are restrictions of elements ofGal(KL=L ) to K . Theorem 6.2 ensures
that any element of KL �xed by all elements of Gal(KL=L ) lies in L . Hence

K A = K \ L

and A = Gal(K=K \ L), i.e. Im � = Gal(K=K \ L), as claimed.
Now, � is an isomorphism if and only if Gal(K=K \ L) = Gal(K=F ). However, Theorem 6.2

ensures that K Gal (K=K \ L ) = K \ L and K Gal (K=F ) = F . Finally, � is an isomorphism if and
only if K \ L = F . This �nishes the proof. 2

The theorem we have just proved has an interesting corollary linking the degrees of the
extensions overF .
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Corollary 6.1 Under the conditions of Theorem 6.8 , we have

[KL : F ] =
[K : F ][L : F ]
[K \ L : F ]

:

proof We have

[KL : F ] = [ KL : L ][L : F ] =)
[KL : F ]
[L : F ]

= [ KL : L ]

and

[K : F ] = [ K : K \ L ][K \ L : F ] =)
[K : F ]

[K \ L : F ]
= [ K : K \ L ]:

From the previous theorem, KL is a Galois extension ofL and there is no di�culty in seeing
that this is also the case forK over K \ L . Hence,

[KL : L ] = jGal(KL=L )j = jGal(K=K \ L)j = [ K : K \ L ]:

The second equality holds, because in the proof of Theorem 6.8 we showed that the Galois groups
Gal(KL=L ) and Gal(K=K \ L) are isomorphic. The result now follows. 2

Exercise 6.1 Show that [KL : L ] divides [K : F ].

We may now consider the image underF of the intersection of two subgroups of the Galois
group and of the group generated by two subgroups.

Theorem 6.9 Let E be a �nite Galois extension ofF and H1, H2 subgroups of the Galois group
G = Gal(E=F ). We note K 1 = F (H1) and K 2 = F (H2). Then F (H1 \ H2) = K 1K 2 and, if H
is the subgroup generated byH1 [ H2, then F (H ) = K 1 \ K 2.

proof If � �xes each element ofK 1K 2, then � �xes each element ofK 1 and each element ofK 2,
hence� 2 H1 \ H2. On the other hand, suppose that� 2 H1 \ H2. Then � restricted to K 1 or
to K 2 is the identity mapping. Therefore a polynomial in elements ofK 1 and K 2 is �xed by �
and, more generally,K 1K 2 is �xed by � . Thus

H1 \ H2 = G(K 1K 2) =) F (H1 \ H2) = K 1K 2:

If � 2 H1 [ H2, then � �xes K 1 or � �xes K 2. As K 1 \ K 2 � K 1, and K 1 \ K 2 � K 2, � �xes
K 1 \ K 2. HenceH � G (K 1 \ K 2). If H 6= G(K 1 \ K 2), then K 1 \ K 2 is properly contained in
F (H ), hence there existsx 2 F (H ) n K 1 \ K 2. If x =2 K 1, then we can �nd � 2 H1 � H such
that � (x) 6= x, hencex =2 F (H ), a contradiction. We have the same situation if x =2 K 2 and so
H = G(K 1 \ K 2), which implies that F (H ) = K 1 \ K 2. 2

Remark There is no di�culty in extending the above result to n subgroups andn sub�elds for
any n > 2.

We now return brie�y to Corollary 6.1. It is easy to deduce that

[KL : F ] � [K : F ][L : F ]:

However, we do not need the condition onK .

Proposition 6.4 Let E be a �nite extension of F . In addition, let K and L be extensions ofF
in E . Then

[KL : F ] � [K : F ][L : F ];

with equality if [K : F ] and [L : F ] are coprime.
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proof Let (� i )m
i =1 and (� j )n

j =1 be respective bases ofK over F and L over F . Then

K = F (� 1; : : : ; � m ); L = F (� 1; : : : ; � n ) =) KL = F (� 1; : : : ; � m ; � 1; : : : ; � n ):

As KL = L(� 1; : : : ; � m ), we have

[KL : L ] � m =) [KL : F ] = [ KL : L ][L : F ] � mn:

Now suppose that (m; n) = 1 . As mj[KL : F ] and nj[KL : F ], mnj[KL : F ] and hence the
equality. 2

We say that K and L are linearly disjoint over F if [K : F ] and [L : F ] are coprime. If this
is not the case, then we may have a strict inequality in the equation of the proposition. For
example, if K 6= F and K = L, then

[KL : F ] = [ K : F ] < [K : F ][L : F ]:

If K , L are linearly disjoint over F and (� 1; : : : ; � m ), (� 1; : : : ; � n ) respective bases ofK and L,
then a basis ofKL may be found by taking the products � i � j . Indeed, from Corollary 1.5,

KL = F (� 1; : : : � m ; � 1; : : : ; � n ) = F [� 1; : : : � m ; � 1; : : : ; � n ];

so the elements ofKL are polynomials in the � i and � j . However, an expression of the form
� s1

1 � � � � sm
m belongs to K , so we may it write it as a linear combination (with coe�cients in

F ) of the � i . In the same way, we may write an expression of the form� t 1
1 � � � � t n

n as a linear
combination of the � j . As a consequence, the elements� i � j form a generating set ofKL (as
a vector space overF ). Given that there are mn such elements and that the dimension ofKL
over F is mn, the � i � j form a basis ofKL .

In Theorem 6.8 we considered the compositum of two extensions of a �eld, one of which was
Galois. We now suppose thatK and L are both Galois extensions of the �eldF contained in a
�eld E . We claim that the compositum KL is a Galois extension ofF . As KL is a separable
extension ofL and L a separable extension ofF , from Theorem 3.7,KL is a separable extension
of F . Proving that KL is a normal extension ofF is a little more di�cult. First we notice that
K and L are splitting �elds of respectively polynomials f and g of F [X ]. We have

K = F (� 1; : : : ; � m ) and L = F (� 1; : : : ; � n );

where � 1; : : : ; � m (resp. � 1; : : : ; � n ) are the roots of f (resp g) in E . If 
 1; : : : ; 
 s are the distinct
elements in the setf � 1; : : : ; � m ; � 1; : : : ; � n g, then KL = F (
 1; : : : ; 
 s). The polynomial fg splits
in KL . Let U � KL be a splitting �eld of fg . As 
 1 : : : 
 s 2 U, F (
 1; : : : ; 
 s) � U, i.e., KL � U.
It follows that KL is a splitting �eld of fg and so a normal extension ofF . We have shown that
KL is a Galois extension ofF , as claimed.

If � 2 Gal(KL=F ), then � jK 2 Gal(K=F ) and � j L 2 Gal(L=F ), becauseK=F and L=F are
both normal.

Theorem 6.10 Let us suppose thatK=F and L=F are both normal. The mapping

 : Gal(KL=F ) �! Gal(K=F ) � Gal(L=F ); � 7�! (� jK ; � j L );

is a monomorphism and is an isomorphism if and only if K \ L = F .

51



proof The mapping  is clearly a homomorphism and, if� 2 Gal(KL=F ) �xes each element of
K and each element ofL , then � �xex each element of KL . Cosequntly,  is a monomorphism.

The mapping  is an isomorphism if and only if [KL : F ] = [ K : F ][L : F ], which applies
only under the condition [KL : L ] = [ K : F ]. This is the case if and only if the mapping

� : Gal(KL=L ) �! Gal(K=F ); � 7�! � jK

is an isomorphism. From Theorem 6.8, a necessary and su�cient condition for this isK \ L = F .2

Remark We have seen that if K and L are both Galois extensions ofF , then KL is Galois
extension of F and we may consider that the Galois group ofKL over F is a subgroup of the
direct product of the Galois groups of K and L over F . In particular, if the Galois groups
Gal(K=F ) and Gal(L=F ) are both abelian, then so is the Galois groupGal(KL=F ).

6.3 The fundamental theorem of algebra

It is a well-known that any nonconstant complex polynomial has a complex root. This is the
fundamental theorem of algebra. In this section we will give a proof based on the �eld theory we
have developped.

Proposition 6.5 The �eld of complex numbersC has no extension of degree2.

proof Suppose tht C has an extensionE of degree2. If � 2 E n C, then degm(�; F ) = 2 .
However, every polynomialf 2 C[X ] of degree2 has a complex root, hencem(�; F ) is reducible,
a contradiction. Hence the result. 2

Now we consider extensions of the �eld of real numbersR .

Proposition 6.6 R has no extension of odd degree strictly greater than1.

proof Suppose that R has an extensionE with odd degree strictly greater than 1. Let � 2
E n R . If degm(�; R ) is odd, then the polynomial m(�; R ) has a real root and so is reducible,
a contradiction. It follows from Proposition 1.4 that [R (� ) : R ] is even. As

[E : R ] = [ E : R (� )][R (� ) : R ];

[E : R ] is even. 2

We are now in a position to prove the fundamental theorem of algebra.

Theorem 6.11 If f 2 C[X ] is nonconstant, then f has a root in C.

proof We will �rst prove the result for a nonconstant polynomial f 2 R [X ]. We note g(X ) =
(1+ X 2)f (X ) 2 R [X ] and let E be a splitting �eld of g. The complex numbers� i and R belong
to E so C is contained in E . As the characteristic of R is 0, g is separable and soE is separable
(see Theorem 3.8). ThereforeE is a Galois extension ofR . We now set G = Gal(E=R ), i.e., G
is the Galois group ofg. If jGj = 2 sm, with m odd, then G has a (Sylow-)subgroupH of order
2s. We set K = F (H ). Then, from Theorem 6.6,

[K : R ] = [ G : H ] = m:
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As m is odd and R has no extension of odd degree strictly greater than1, m = 1 . Thus G is a
2-group.

We now set H 0 = Gal(E=C) (the Galois group of g considered as a member ofC[X ]). As
H 0 is a subgroup ofG, H 0 is a 2-group. If jH 0j = 2 t , with t � 1, then H 0 has a subgroupH 00of
index 2. If K 00= F (H 00), then

[K 00: C] = [ H 0 : H 00] = 2 ;

which contredicts Proposition 6.5. It follows that H 0 = f idg and E = C and so all the roots of
g, and hence off , lie in C.

We now consider polynomialsf 2 C[X ] n R [X ]. If we set g = �f f , where �f is the polynomial
whose coe�cients are the complex conjugates of those off , then g 2 R [X ]. If � is a root of g,
then � is a root of �f or of f . This implies that � or �� is a root of f . Hencef has a root in C.
This ends the proof. 2

6.4 Normal closures

In this short section we give a useful characterization of the normal closureN of E over F in
the case whereE is a �nite extension of F . In Section 5.1 we saw that, if E = F (� 1; : : : ; � n )
and mi (X ) = m(� i ; F ), then a splitting �eld of m(X ) = m1(X ) � � � mn (X ) is a normal closure
N of E over F . We recall that if L 1 and L 2 are sub�elds of a �eld E , then L 1L 2 is the smallest
sub�eld of E containg both L 1 and L 2. More generally, if L 1; : : : ; L s are sub�elds of E , then
L 1L 2 : : : L s is the smallest sub�eld of E containing the L i .

Theorem 6.12 Let E be a �nite extension of F and N the normal closure ofE over F in an
algebraic closureC of E . Then

N =
Y

� 2 Gal (N=F )

� (E ):

proof We use the description of N as the splitting �eld of m = m1 � � � mn seen above. If
� 2 Gal(N=F ), then � (F ) = F and � (� i ) 2 N , for all i , because the� (� i ) are roots ofm. Hence
� (E ) � N , for all � 2 Gal(N=F ) and so

Y

� 2 Gal (N=F )

� (E ) � N:

If � 2 N is a root of m, then � is a root of mi , for some i . From Proposition 2.3, we know
that there is an F - isomorphism � : F (� i ) �! F (� ), with � (� i ) = � . Using Theorem 2.7, we
may extend � to a monomorphism � from N into C. As N is a normal extension, we know from
Proposition 5.2 that � is an automorphism of N , i.e., � 2 Gal(N=F ). Given that � i 2 E and
� (� i ) = � , we have� 2 � (E ). It follows that

� 2
Y

� 2 Gal (N=F )

� (E ) =) N �
Y

� 2 Gal (N=F )

� (E ):

This ends the proof. 2
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Chapter 7

The Galois group of a polynomial

In this chapter we continue our study of the Galois group. If f is a polynomial with coe�cients
in the �eld F and E a splitting �eld of f , then we call Gal(E=F ) a Galois group of the polynomial
f . As splitting �elds of a polynomial are isomorphic, any two Galois groups of a polynomial are
isomorphic, so we often, with an abuse of language, speak of theGalois group of a polynomial.

Proposition 7.1 If E is a splitting �eld of a separable polynomialf 2 F [X ], then E is a Galois
extension ofF .

proof From Theorem 2.1 we know that the extensionE is �nite. Being a splitting �eld of a
polynomial, we also know that it is normal, so we only need to show thatE is separable. Now,
E = F (� 1; : : : ; � n ), where the � i are the roots of f . Each minimal polynomial mi = m(� i ; F )
divides an irreducible factor of f . As the irreducible factors of f do not have multiple roots,
no mi has a multiple root. Thus each � i is separable. From Theorem 3.8,F (� 1; : : : ; � n ) is
separable. 2

Corollary 7.1 If G = Gal(E=F ) is the Galois group of a separable polynomial, then
jGj = [ E : F ].

proof It is su�cient to apply Theorem 6.1. 2

Di�erent polynomials over the same �eld may have the same Galois group. This may be
useful in determining the Galois group of a given polynomial. For example, iff 2 F [X ] has
the splitting �eld E and a 2 F , then E is also the splitting �eld of g(X ) = f (� a + X ) : if
� 1; : : : ; � n are the roots of f inE , then a + � 1; : : : ; a + � n are the roots ofg in E . The following
result is useful, because certain methods of determining the Galois group only apply to monic
polynomials with integer coe�cients.

Proposition 7.2 If f 2 Q[X ], then there is a strongly separable monic polynomialg 2 Z[X ]
with the same Galois group overQ as f .

proof Let E be the splitting �eld of f 2 Q[X ] in C. If we set f 1 = f
hcf ( f;f 0) , then f 1 has the

same roots asf and these roots are simple. Thereforef 1 is strongly separable and has the same
splitting �eld as f .

Now let u be the lcm of the denomoinators of the coe�cients of f 1. If we set f 2 = uf 1, then
f 2 2 Z[X ] and has the same roots asf 1.
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Finally, if f 2(X ) =
P n

i =0 ai X i , then we set

g(Y ) =
n � 1X

k=0

ak (an )n � k � 1Y k + Y n 2 Z[X ]:

As
g(an X ) = a� 1

n f 2(X );

g has the same roots asf up to multiplication by the contant an and so has the same splitting
�eld as f 2. Thus we have found a monic strongly separable polynomial inZ[X ] with splitting
�eld E . 2

By Cayley's theorem, any �nite group of cardinal k can be identi�ed with a subgroup of
Sk , the group of permutations of the set N k = f 1; : : : ; kg. In general, a Galois groupG of a
polynomial can be identi�ed with a subgroup of a group of permutations Sn , where n is much
smaller that the cardinal of the group.

Proposition 7.3 If f 2 F [X ] has n distinct roots in a splitting �eld, then the Galois group of
f is isomorphic to a subgroup ofSn .

proof We set A = f � 1; : : : ; � n g the set of roots of f in a splitting �eld E . If � 2 Gal(E=F ),
then � permutes the roots off , so we may de�ne a mapping

� : Gal(E=F ) �! SA ; � 7�! � jA ;

where SA denotes the group of permutations onA. The mapping � is clearly a group homomor-
phism. The F -automorphism � is determined by its e�ect on the roots of f , so � is injective.
Thus Gal(E=F ) is isomorphic to a subgroup ofSA . As SA is isomorphic to Sn , Gal(E=F ) is
isomorphic to a subgroupG of Sn . 2

We have assumed a certain order on the roots of the polynomial. It is natural to ask what
happens when we change the order. Suppose that we choose a di�erent ordering of the roots:

A = f � 0
1; : : : ; � 0

n g:

We obtain an isomorphism� 0 of the Galois groupGal(E=F ) onto another subgroupG0 of Sn . If
� 2 Gal(E=F ), � (� ) = s and � 0(� ) = s0, then

� (� i ) = � s( i ) and � (� 0
i ) = � 0

s0( i ) ;

for i = 1 ; : : : ; n. There is a unique permutation r 2 Sn such that � 0
i = � r ( i ) , for all i , hence we

can write
� sr ( i ) = � (� r ( i ) ) = � (� 0

i ) = � 0
s0( i ) = � rs 0( i ) :

Therefore, for all i ,
sr (i ) = rs0(i ) =) r � 1sr = s0 =) G0 = r � 1Gr;

i.e., G0 is a conjugate ofG.

The general polynomial

The general polynomial of degreen over a �eld F is

f (Y ) = Y n � X 1Y n � 1 + X 2Y n � 2 � � � � + ( � 1)n � 1X n � 1 + ( � 1)n X n 2 F (X 1; : : : ; X n )[Y ];

whereF (X 1; : : : ; X n ) is the rational function �eld over the �eld F in n variables. It is not di�cult
to determine the Galois group off .
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Theorem 7.1 The Galois group of the general polynomialf is the symmetric groupSn .

proof Let L = F (X 1; : : : ; X n ). Then f 2 L [Y ]. Now let Z1; : : : ; Zn be the roots of f in some
extension ofL . Then X i = si (Z1; : : : ; Zn ), wheresi is the i th elementary symmetric polynomial.
HenceL = F (s1(Z1; : : : ; Zn ); : : : ; sn (Z1; : : : ; Zn )) and a splitting �eld of f is given by

L(Z1; : : : ; Zn ) = F (s1(Z1; : : : ; Zn ); : : : ; sn (Z1; : : : ; Zn ); Z1; : : : ; Zn ) = F (Z1; : : : Zn ):

Therefore

GalL (f ) ' Gal(F (Z1; : : : ; Zn )=F(s1; : : : ; sn )) ' Gal(F (Z1; : : : ; Zn )=FS (Z1; : : : ; Zn )) = Sn ;

according to the discussion after Theorem 6.7. 2

7.1 Irreducible polynomials

Before studying the particular properties of Galois groups of irreducible polynomials, we will
revise the notion of the action of a group on a set. We recall that a groupG, with identity e,
acts on a setX if there is a mapping � : G � X �! X , called an action and usually written
�( g; x) = g:x, such that

� e:x = x, for all x 2 X ;

� (gh):x = g:(h:x), for all g; h 2 G and x 2 X .

(We sometimes refer to the action we have just de�ned as a left action to distinguish it from a
right action, where we replace the second condition by the following:

(gh):x = h:(g:x);

for all g; h 2 G and x 2 X . Of course, if the group G is abelian, then there is no distinction
between left and right actions.)

The orbit of an element x 2 X , written Ox , is the collection of y 2 X for which there exists
g 2 G with y = g:x. We de�ne a relation R on X by xRy if y 2 Ox . Then R is an equivalence
relation on X and the distinct orbits are its equivalence classes. We say that the action istran-
sitive if there is a unique orbit, i.e., for any x; y 2 X , there is a g 2 G, with g:x = y. The action
is free if g:x = x implies that g is the identity of G.

If x 2 X , then the stabilizer of x, which we write Gx , is the set of elements ofG which leave
x unchanged:

Gx = f g 2 G : g:x = xg:

Clearly Gx is a subgroup ofG. The following result is known as the orbit-stabilizer theorem.

Theorem 7.2 If G is �nite and x 2 X , then

jOx j = [ G : Gx ] =
jGj
jGx j

:
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proof We de�ne a mapping
� : G �! Ox ; g 7�! g:x:

� is clearly surjective. As Gx is a subgroup ofG,

� (g) = � (h) () g:x = h:x () g� 1h 2 Gx :

Therefore we have a well-de�ned bijection �� : G=Gx �! Ox de�ned by

�� (gGx ) = � (g):

It follows that

jOx j = [ G : Gx ] =
jGj
jGx j

:

This ends the proof. 2

If f 2 F [X ] is separable,A = f � 1; : : : ; � n g the roots of f in a splitting �eld E and G =
Gal(E=F ), then the mapping

� : G � A; (�; � i ) 7�! � (� i )

de�nes an action of G on A. (As the Galois group G of a polynomial of degreen is isomorphic to
a subgroupH of Sn , we may consider thatG acts onN n .) For irreducible, separable polynomials
we can say more.

Theorem 7.3 Let f be a separable polynomial inF [X ] of degreen with Galois group G =
Gal(E=F ). If f is irreducible, then

� a. n divides the order ofG;

� b. the action of G on A is transitive.

proof a. Let � 2 E be a root of f . From Proposition 1.4 we have [F (� ) : F ] = n. Now
[F (� ) : F ]j[E : F ]. In addition, E is a Galois extension ofF and so, from Corollary 7.1,
[E : F ] = jGj. Therefore n divides jGj.

b. Let f 2 F [X ] be irreducible and � , � 0 two roots of f in E . From Proposition 2.3, with
F 0 = F and � = id F , we obtain an isomorphism �̂ from F (� ) onto F (� 0) extending idF such
that �̂ (� ) = � 0. We now apply Theorem 2.2 to obtain � 2 Gal(E=F ) taking � to � 0. This
implies that the action of the Galois group on A is transitive. 2

Remark We recall that a group of permutations G on a setX is said to betransitive if for any
pair (x; y) 2 X 2, there exists � 2 G such that � (x) = y. Thus, if f is irreducible, then GjA is a
transitive permutation group.

The second part of the theorem which we have just proved has a partial converse.

Proposition 7.4 Let f 2 F [X ], with degf � 2, and G be its Galois group. If f has two distinct
irreducible factors, then the action of G on A is not transitive.

proof Let � 1, � 2 be roots of f and g1, g2 be distinct irreducible factors of f , with g1(� 1) =
g2(� 2) = 0 . If � 2 G and � (� 1) = � 2, then

g1(� 2) = g1(� (� 1)) = � (g1(� 1)) = 0 :
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We may suppose thatg1 and g2 are monic polynomials. Then bothg1 and g2 are minimal poly-
nomials of � 2, which is impossible. Therefore the action ofG on A is not transitive. 2

Remark If f = �g m , where � 2 F , g 2 F [X ] is irreducible and m � 2, then the action of G on
A is transitive. It is su�cient to notice that a splitting �eld of g is a splitting �eld of f and then
apply the second part of Theorem 7.3.

7.2 Cyclotomic extensions

We consider the polynomial f (X ) = � 1 + X n 2 F [X ]. The roots of this equation in a splitting
�eld are called nth roots of unity. If char F = 0 or char F = p > 0, with (p; n) = 1 , then f is
separable:

f 0(X ) = nX n � 1 =) gcd(f; f 0) = 1 :

In this case, f has n distinct roots in a splitting �eld E . The set of these roots, which we will
note � n , form a subgroup of the multiplicative group of E . As � n is �nite, by Theorem 3.3, � n

is cyclic. A generator � of this group is said to be aprimitive nth root of unity . An extension
E = F (� ), where � is a primitive nth root of unity is called a cyclotomic extensionof F . In
fact, E is a splitting �eld of the polynomial f (X ) = � 1 + X n , so we haveE = F (� n ) and it
follows that E is a Galois extension ofF . Clearly, if � 0 is another primitive nth root of unity,
then E = F (� 0). We write � �

n for the subset of� n composed of primitiventh roots of unity. The
cardinal of � �

n is � (n), where � is Euler's totient function.

Exercise 7.1 Show that, if char F = p > 0 and (p; n) 6= 1 , then there is no primitive nth root
of unity.

Up to now we have assumed that charF = 0 , or char F = p > 0 with (p; n) = 1 . In this
section we will continue to do so. We consider the Galois group of the cyclotomic extension
F (� n ).

Proposition 7.5 If � 2 Gal(F (� n )=F), then there is an integera = a(� ), with (a; n) = 1 , such
that � (x) = xa , for all x 2 � n .

proof Let � be a generator of� n . Then

� (� )n = � (� n ) = � (1) = 1

and, for j = 1 ; : : : ; n � 1,
� (� ) j = � (� j ) 6= 1 ;

because� j 6= 1 and � is injective. Hence � (� ) is also a generator of� n . This implies that
� (� ) = � a , where (a; n) = 1 . Now take any x 2 � n . There exists an integerk such that x = � k ,
so

� (x) = � (� k ) = � (� )k = ( � a)k = ( � k )a = xa ;

which is what we set out to prove. 2

We may de�ne a mapping � from Gal(F (� n )=F) into Z �
n , the group of units of Zn , by setting

� (� ) = [ a(� )], where [u] denotes the congruence class modulon of u.

Theorem 7.4 The mapping � is a monomorphism.
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proof Let � and � be elements ofGal(F (� n )=F) and � a primitive nth root of unity. Then

(�� )( � ) = � (� (� )) = � (� a( � ) ) = � (� )a( � ) = ( � a( � ) )a( � ) = � a( � )a( � ) :

In addition, (�� )( � ) = � a( �� ) and it follows that a(�� ) � a(� )a(� )( mod n). Therefore

[a(�� )] = [ a(� )][a(� )] =) � (�� ) = � (� )� (� ):

We have shown that � is a homomorphism. It remains to establish the injectivity. If � is in the
kernel of � , then a(� ) = 1 and so� (� ) = � . As � �xes all the elements of F , � is the identity on
F (� n ), i.e., � is injective. 2

Corollary 7.2 If E is a cyclotomic extension ofF , then the Galois groupG = Gal(E=F ) is
abelian.

proof As G is isomorphic to a subgroup ofZ �
n , which is abelian, G is abelian. 2

Remark The Galois group of a cyclotomic extension may be cyclic. This is so ifn = 2 k , with
k = 1 ; 2, or n = pk , where p is an odd prime andk 2 N � , because in these cases the groupZ �

n
is cyclic (see [21], for example).

Exercise 7.2 Let n = 5 or n > 6. Show that the injection of Gal(R (� n )=R ) in Z �
n is not

surjective.

It is interesting to consider composita of cyclotomic extensions. To do so we will need a little
elementary group theory.

Theorem 7.5 Let G be a group, with identity e, and x, y elements ofG which commute. If
o(x) = m, o(y) = n and (m; n) = 1 , i.e., m and n are coprime, then o(xy) = mn.

proof We �rst notice that hxi \ h yi = f eg. By Lagrange's theorem,jhxi \ h yij divides both m
and n. As (m; n) = 1 , we havehxi \ h yi = f eg. Now,

(xy)mn = ( xm )n (yn )m = ee= e:

On the other hand, if (xy)k = e, then xk = y� k and so xk 2 hxi \ h yi . Hence, xk = e, which
implies that mjk. In the same way, we havenjk. It follows that mnjk, because(m; n) = 1 and
so o(xy) = mn. 2

It would be natural to assume that if x and y commute then o(xy) = [ m; n]. However, this is
not true. We only need to consider the case wherey = x � 1 and x 6= e; then o(xy) = o(e) = 1 and
[m; n] = [ m; m] > 1. On the other hand, we have a result which is quite close to the statement
we have just considered. It follows from the theorem.

Corollary 7.3 Let G be a group, with identity e, and x, y elements ofG which commute. If
o(x) = m, o(y) = n, then there are powersa of x and b of y such that o(xayb) = [ m; n].

proof If p1; : : : ; ps are the primes in the decomposition ofm and n and m =
Q s

i =1 p� i
i and

n =
Q s

i =1 p� i
i , then [m; n] =

Q s
i =1 pm i

i , wheremi = max( � i ; � i ). We divide the indices i into two
distinct classes,I being composed of thosei for which � i = mi and J of those indices for which
� i = mi > � i . We set

m0 =
Y

i 2 I

pm i and n0 =
Y

i 2 J

pm i :
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Clearly [m0; n0] = [ m; n]. We also notice that m0jm, n0jn and

o(x
m
m 0 ) = m0; o(y

n
n 0 ) = n0 and (m0; n0) = 1 ;

hence, by Theorem 7.5,
o(x

m
m 0 y

n
n 0 ) = m0n0 = [ m; n];

which completes the proof. 2

We now consider the compositum of two cyclotomic �elds.

Proposition 7.6 The compositum of the �elds F (� m ) and F (� n ) is F (� [m;n ]).

proof Because[m; n] is a multiple of m and n, both the �elds F (� m ) and F (� n ) are included
in F (� [m;n ]), hence the compositum of these two �elds is also included inF (� [m;n ]). Now let � m

(resp. � n ) be an mth (resp. nth) primitive root of unity. From Corollary 7.3, there are powers
a of � m and b of � n such that o(� a

m � n
n ) = [ m; n], which implies that a primitive [m; n]th root of

unity lies in the compositum F (� m )F (� n ). Therefore F (� [m;n ]) � F (� m )F (� n ). We thus have
the equality we were looking for. 2

Remark We might be tempted to think that F (� m ) \ F (� n ) = F (� (m;n ) ). As m and n are both
multiples of (m; n), we certainly have F (� (m;n ) ) � F (� m ) \ F (� n ), however the other inclusion
may not be true. Here is an example. We setF = Q(

p
3) and we considerF (� 3) and F (� 4). As

(3; 4) = 1 , F (� (3 ;4) ) = F (1) = F . On the other hand,

F (� 4) = Q(
p

3; i ) = F (� 3) =) F (� 3) \ F (� 4) = Q(
p

3; i ) 6= F:

With more knowledge of the �eld F we can say more about cyclotomic extensions. We will �rst
consider the case whereF = Q. To do so we will introduce cyclotomic polynomials.

Exercise 7.3 Let F be �eld and � 1 (resp. � 2) an mth (resp. nth) root of unity. Show that the
compositum F (� 1)F (� 2) is included in the cyclotomic �eld F (� [m;n ]).

7.3 Cyclotomic polynomials

In this section we will be concerned with a class of polynomials with coe�cients inQ. The nth
cyclotomic polynomial � n 2 C[X ] is de�ned by

� n (X ) =
Y

� 2 � �
n

(� � + X ):

The degree of� n is � (n), becausej� �
n j = � (n).

If z 2 � n , then o(z)jn, hencez 2 [ djn � �
d. On the other hand, if djn and z 2 � �

d, then z 2 � n .
Thus � n = [ djn � �

d. As � �
d \ � 0�

d = ; , if d 6= d0, the sets � �
d, with djn, form a partition of � n and

� 1 + X n =
Y

djn

0

@
Y

z2 � �
d

(� z + X )

1

A =
Y

djn

� d:

In fact, all the coe�cients of � n are integers.

60



Proposition 7.7 The polynomial � n belongs toZ[X ] and is monic; in addition, its �rst coe�-
cient is 1, if n � 2.

proof From the de�nition of � n , it is clearly monic. We now prove by induction that � n 2 Z[X ]
and also that the constant term of the polynomial is 1, if n � 2. As � 1(X ) = � 1 + X and
� 2(X ) = 1 + X , the claim is true for n = 1 and n = 2 . Suppose now that it is true up to n � 1,
with n > 2, and consider the casen. We have

� 1 + X n =

0

@
Y

djn;d<n

� d

1

A � n = A� n :

If A(X ) =
P s

i =0 ai X i and � n (X ) =
P t

j =0 bj X j , then ai 2 Z, for all i and a0 = � 1. As
a0b0 = � 1, we haveb0 = 1 . Also,

a0b1 + a1b0 = � b1 + a1 = 0 = ) b1 = a1 2 Z:

In addition, as

a0b2 + a1b1 + a2b0 = � b2 + a1b1 + a2 = 0 = ) b2 = a1b1 + a2 2 Z:

Continuing in the same way, we see thatbj 2 Z, for all j . 2

Exercise 7.4 Show that, if p is a prime number andr 2 N � , then � pr (X ) = � p(X pr � 1
).

We have seen that the coe�cients of a cyclotomic polynomial are integers. We can say more.
In particular, any integer �gures as a coe�cient of at least one cyclotomic polynomial. A proof
of this may be found in [17]. For n � 3, the degree is even so there is a middle coe�cient. Ifn
is a power of2, then this coe�cient is 0; otherwise it is an odd number. This is proved in [7].

We may thus consider the polynomials� n as members ofZ[X ]. We will now show that they
are irreducible over Q. However, we need some preliminary results.

If f is a polynomial in Z[X ] and p a prime number, then we may de�ne �f 2 Fp[X ] by replacing
the coe�cients of f by their congruence classes modulop. The polynomial �f so obtained is called
the reduction modulo p of f . Clearly, if f = AB , then �f = �A �B . The next result needs a proof.

Lemma 7.1 Let F be a �eld and A; B 2 F [X ], with A irreducible. If A and B have a common
root, then A divides B .

proof Let � be a common root ofA and B . If A does not diviseB , then A and B are coprime
and so there existS; T 2 F [X ] such that

SA + TB = 1 = ) S(� )A(� ) + T(� )B (� ) = 1 ;

which is a contradiction, because� is a root of A and B . HenceA divides B . 2

Lemma 7.2 If p is a prime number and A1; : : : ; An 2 Fp[X ], then (
P n

i =1 A i )p =
P n

i =1 Ap
i .

Also, if A(X ) 2 Fp[X ], then A(X )p = A(X p).
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proof As char Fp[X ] = p and pj
� p

i

�
, for i = 1 ; : : : ; p � 1, we have(A1 + A2)p = Ap

1 + Ap
2. An

induction argument allows us to obtain the result for any n.
If A(X ) =

P m
i =0 ai X i , then from the �rst part of the proof,

A(X )p =
mX

i =0

(ai X i )p =
mX

i =0

ap
i X ip =

mX

i =0

ap
i X pi = A(X p):

This ends the proof. 2

Before turning to the proof of the irreducibility of cyclotomic polynomials, we recall the fol-
lowing result, which follows from Gauss's lemma:

If A 2 Z[X ] and A = BC , with B; C 2 Q[X ] and monic, then B; C 2 Z[X ].

Theorem 7.6 For all n 2 N � , the polynomial � n is irreducible over Q.

proof Let A be a monic, irreducible polynomial in Q[X ], which divides � n . If � 2 C is a root
of A, then � is also a root of� n and so a primitive nth root of unity.

As A divides � n and � n divides f (X ) = � 1 + X n , there existsB 2 Q[X ] such that AB = f .
As A is monic, so isB . Now using the result cited before the statement of the theorem, we see
that A; B 2 Z[X ]. In addition, A and B are coprime. (If this were not the case, thenA and B
would have a common root and their product at mostn � 1 distinct roots, a contradiction.)

Let p be a prime number such that p < n and p 6 jn. We will show that � p is a root of A.
If this is not the case, then � p is a root of B . (As � is a root of f , any power of � is also a
root of f , hence ofA or B .) It follows that � is a root of B (X p). From Lemma 7.1, we have
A(X )jB (X p). Taking reductions modulo p, we obtain �A(X )j �B (X p). If C 2 Fp[X ] is irreducible,
then, using Lemma 7.2,

C(X )j �A(X ) =) C(X )j �B (X p) =) C(X ) �B (X )p =) C(X )j �B (X ):

Hence �A and �B are not coprime in Zp[X ]. However, A and B are coprime, so we have a
contradiction. It follows that � p is a root of A, and also a primitive nth root of unity.

If 1 < s < n ) is coprime with n and has the prime factorization s = p1 � � � pk , then all the pi

are coprime with n. From what we have just seen,� p1 is a root of A, and also a primitive nth
root of unity. Replacing � by � p1 we obtain that � p1 p2 is a root of A and also a primitive nth
root of unity. continuing in the same way, we see that� s is a root of A and also a primitive nth
root of unity. It follows that all the primitive nth roots of unity are roots of A and therefore
A = � n , i.e., � n is irreducible. 2

Corollary 7.4 The cyclotomic polynomial � n is the minimal polynomial over Q of each primi-
tive nth root � of unity, i.e., m(�; Q) = � n .

Exercise 7.5 Show that the polynomial

Pn (X ) = 1 + X + � � � + X n 2 Q[X ]

is irreducible if and only if n + 1 is a prime number.
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7.4 Cyclotomic extensions of the rationals

We now consider the Galois group of certain polynomials inQ[X ], namely the cyclotomic poly-
nomials.

Theorem 7.7 The Galois groupG = Gal(Q(� n )=Q) is isomorphic to Z �
n .

proof From Theorem 7.4 we know that G is isomorphic to a subgroup ofZ �
n . However, if � is

a primitive nth root of unity, then

jGj = [ Q(� ) : Q] = deg � n = � (n):

The second equality comes from Corollary 7.4. AsjZ �
n j = � (n) and Q(� n ) = Q(� ), G is isomor-

phic to Z �
n . 2

In the remark after Proposition 7.6 we observed thatF (� (m;n ) ) � F (� m ) \ F (� n ) and then
gave an example to show that equality is generally not the case. However, using the theorem we
have just proved, we may show that, in the case where the �eldF is Q, then we do indeed have
equality.

Corollary 7.5 The property

Q(� (m;n ) ) = Q(� m ) \ Q(� n )

is true for all m; n 2 N � .

proof As Q(� (m;n ) ) � Q(� m ) \ Q(� n ), we only need to prove that

[Q(� (m;n ) ) : Q] = [ Q(� m ) \ Q(� n ) : Q]:

From Proposition 7.6 we know that Q(� m )Q(� n ) = Q(� [m;n ]). Now, using Corollary 6.1, we
obtain

[Q(� [m;n ]) : Q] =
[Q(� m ) : Q][Q(� n ) : Q]

[Q(� m ) \ Q(� n ) : Q]
:

Now, using the theorem, we have

� ([m; n]) =
� (m)� (n)

[Q(� m ) \ Q(� n ) : Q]
:

However,

� ([m; n])� ((m; n)) = � (m)� (n) =) [Q(� m ) \ Q(� n ) : Q] = � ((m; n)) = [ Q(� (m;n ) ) : Q]:

This �nishes the proof. 2

There are other interesting questions concerning cyclotomic extensions of the rational num-
bers. We will now consider two of these, namely the number of roots of unity in a cyclotomic
extension and the coincidence of two such extensions. We will begin with two results concerning
Euler's totient function � .

Proposition 7.8 For any given positive integer N , there are at most �nitely many integers n
such that � (n) = N .

63



proof Let N be a positive integer andp the least prime number greater thanN + 1 . Suppose
that n is an integer such that � (n) = N . If q � p is a prime divisor of n, then n = qk m, for some
k; m 2 N � , with (q; m) = 1 . We have

� (n) = � (qk )� (m) � q � 1 � p � 1 > N;

a contradiction. Therefore no prime divisor of n is greater than N +1 . In particular, the distinct
prime divisors of n belong to a �nite set. Let us note these primesp1; : : : ; ps. Then

n = pa1
1 � � � pas

s =) � (n) =
sY

i =1

pa i � 1
i (pi � 1):

For each prime pi we have
� (n) � pa i � 1

i (pi � 1):

If ai su�ciently large, the expression on the right hand side of the equality is greater than N ,
hence there is a �nite number of choices for the exponents. Therefore the set of alln such that
� (n) = N is �nite. 2

Remark If N is not 1 or an even number, then there are no integersn such that � (n) = N .
It has been shown that, for any integerk � 2, there is an integer N such that there are just k
solutions to the equation � (n) = N [8]. For the casek = 1 , the question is open.

Corollary 7.6 We have
lim

n !1
� (n) = 1 :

proof If limn !1 � (n) 6= 1 , then there is an integerN > 0 and an in�nite sequence of integers
(ni ) such that � (ni ) � N , for all ni . For the values of the � (ni ) let us write N1; : : : ; Ns. There
is a �nite number of such values and N i � N , for all i . However, from Proposition 7.8, there
can only be a �nite number of elements of the sequence whose image is equal to one ofN i . If
we take an elementni larger than all these elements, then we must have� (ni ) > maxN j , a
contradiction. This implies that limn !1 � (n) = 1 . 2

We need another elementary result.

Proposition 7.9 If a and b are positive integers, then

� (ab) =
� (a)� (b)(a; b)

� ((a; b))
:

proof If a = 1 or b = 1 , then the result is trivial, so suppose that this is not the case. Let
p1; : : : ; ps be the prime divisors ofa which are not divisors of b and q1; : : : ; qt the prime divisors
of b which are not divisors of a. Finally let u1; : : : ; ur be the prime divisors of both a and b.
Then

� (ab) = ab
sY

i =1

(1 �
1
pi

)
rY

j =1

(1 �
1
uj

)
tY

k=1

(1 �
1
qk

)

=
a

Q s
i =1 (1 � 1

pi
)
Q r

j =1 (1 � 1
u j

)b
Q t

k=1 (1 � 1
qk

)
Q r

j =1 (1 � 1
u j

)
Q r

j =1 (1 � 1
u j

)

=
� (a)� (b)(a; b)

(a; b)
Q r

j =1 (1 � 1
u j

)

=
� (a)� (b)(a; b)

� ((a; b))
:
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This ends the proof. 2

We may now handle the questions referred to before Proposition 7.8. We will say that a root
of unity is an nth root of unity for some n 2 N � . By de�nition, the set Q(� m ) contains the mth
roots of unity in C. There are m such roots of unity. The following result shows that if, if m
is even, thenQ(� m ) contains no other roots of unity and, if m is odd, then Q(� m ) contains the
mth roots of unity and m other roots roots of unity.

Theorem 7.8 If m is a positive integer, then the number of roots of unity inQ(� m ) is [2; m].

proof In this proof � denotes a primitive mth root of unity; then � � 2 Q(� m ) and, by Theorem
7.5, it has order 2m, if m is odd. This implies that the set � [2;m ] � Q(� m ). We have shown that
Q(� m ) contains � [2;m ]. Let us show that Q(� m ) contains no other roots of unity.

We claim that there is a largest r , which we note �r , for which Q(� m ) contains a primitive r th
root of unity. If Q(� m ) contains a primitive r th root of unity, then � r � Q(� m ), which implies
that Q(� r ) � Q(� m ) and

[Q(� m ) : Q] = [ Q(� m ) : Q(mur )]Q(� r )][Q(� r : Q] =) � (m) � � (r ):

Now, using Corollary 7.6, we see that there is a largestr for which Q(� m ) contains a primitive
r th root of unity.

Suppose now thatx is a nth root of unity belonging to Q(� m ) and y a primitive �r th root of
unity. From Corollary 7.3, there is a power a of x such that o(xay) = [ m; �r ]. Sincexay 2 Q(� m ),
the de�nition of �r implies that [n; �r ] � �r . It follows that [n; �r ] = �r and nj �r . Finally, every root
of unity belongs to � �r .

Let us now show that �r = [2 ; m]. As � is an mth root of unity, from what we have just seen,
m divides �r . Let �r = ms. Using Proposition 7.9, we have

� (�r ) = � (ms) =
� (m)� (s)(m; s)

� ((m; s))
� � (m)� (s):

Now, asmj�r , we must haveQ(� m ) � Q(� �r ). Given that Q(� m ) contains a primitive �r th root of
unity, we also haveQ(� �r ) � Q(� m ) and soQ(� m ) = Q(� �r ). This implies that

� (m) = � (�r ) =) 1 � � (s) =) � (s) = 1 = ) s = 1 or s = 2 ;

and so �r = m or �r = 2m. If m is even, then � (2m) = 2 � (m) > � (m), so �r = m; on the other
hand, if m is odd, then � � has order 2m, so �r � 2m, and so �r = 2m. We have shown that
�r = [2 ; m].

To conclude, we have shown that the set of roots of unity belonging toQ(� m ) contains � [2;m ]

and is contained in � [2;m ]. This implies that this set is � [2;m ]. 2

Corollary 7.7 If m 6= n, then Q(� m ) = Q(� n ) if and only if n is odd andm = 2n, or m is odd
and n = 2m.

proof If m is even, thenQ(� m ) has m roots of unity. If Q(� m ) = Q(� n ), then Q(� n ) also has
m roots of unity. If n is even, thenQ(� n ) has n roots of unity, so m = n, a contradiction. It
follows that n is odd and Q(� n ) has 2n roots of unity. Thus we have m = 2n.

If m is odd, then Q(� m ) has 2m roots of unity. If Q(� m ) = Q(� n ), then Q(� n ) also has
2m roots of unity. If n is odd, then Q(� n ) has 2n roots of unity, so m = n, a contradiction. It
follows that n is even and hasn roots of unity. Thus we have 2m = n. 2
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7.5 Cyclotomic extensions of �nite �elds

We have looked in some detail at cyclotomic extensions ofQ. We will now consider cyclotomic
extensions of �nite �elds. Being �nite extensions of �nite �elds such extensions are Galois
extensions (Proposition 3.1, Corollary 5.1). We will begin with a preliminary result, which is
interesting in its own right. We recall that the cardinal of a �nite �eld has the form pk , where p
is a prime number andk a positive integer.

Theorem 7.9 Let F be a �nite �eld, with jF j = pk , and E a �nite extension of F of degreen.
Then the Galois groupG = Gal(E=F ) is cyclic and generated by the Frobenius automorphism
Fr : x 7�! xpk

.

proof To simplify the notation, let us write q for pk . First we show that the mapping Fr is
indeed an automorphism. Fr is clearly linear. If xq = 0 , then x = 0 , becausexq = x, for all
x 2 F , so Fr is injective. An endomorphism of a �nite-dimensional vector space is also surjective,
so Fr is a bijective endomorphism ofE . Finally, (xy)q = xqyq, so Fr is an automorphism ofE .
As xq = x, for all x 2 F , Fr 2 G.

If x 2 E , then xqn
= x, which implies that o(Fr) � n. However, if �x is a generator ofE � ,

then �xs 6= �x, for any s < qn , and so o(Fr) = n. Now, jGj = [ E : F ] = n, therefore G is cyclic
with generator Fr. 2

Now we turn to cyclotomic extensions ofFp. (As usual we suppose thatp and n are coprime.)
From the previous theorem the Galois group of a cyclotomic extensionFp(� n ) of Fp must be
cyclic. We are interested in �nding a generator of this group in Z �

n . As the Frobenius mapping
Fr de�ned on E maps every elementx of Fp(� n ) to xp, we have � (F r ) = [ p], where � is the
mapping de�ned in Theorem 7.4. Hence we have

Proposition 7.10 The image of the Galois groupG = Gal(Fp(� n )=Fp) in Z �
n under the map-

ping � is generated by the congruence class[p], so the cardinal of G is the order of [p] in Z �
n .

Exercise 7.6 Find the value of the following degrees :

[F3(� 7) : F3] [F5(� 4) : F5] [F7(� 10) : F7]:

7.6 Quadratic and cyclotomic extensions

An easy calculation shows that

(e
2 �i

5 � e
4 �i

5 � e
6 �i

5 + e
8 �i

5 )2 = 5 ;

which implies that the expression between the brackets is a square root of5. As this expression
is an element of the cyclotomic �eld Q(� 5) the quadratic extension Q(

p
5) of the rationals is

contained in the cyclotomic �eld Q(� 5). The goal of this section is to generalize this by showing
that any quadratic extension of the rationals is included in some cyclotomic �eld. In fact, we
may say more. A quadratic extensionE of Q is abelian, i.e., the Galois groupGal(E=Q) is
abelian, since its cardinal is2 (see Theorems 3.5, 5.1 and 6.1). The Kronecker-Weber Theorem,
which we will prove further on, states that any �nite abelian extension of Q is included in some
cyclotomic �eld.
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We begin with Gauss sums. Let� be a primitive pth root of unity, where p is an odd prime
number. We de�ne the Gauss sumby

� p =
p� 1X

k=1

�
k
p

�
� k ;

where
�

:
:

�
denotes the Legendre symbol. Then

Proposition 7.11 We have
� 2

p = ( � 1)
p � 1

2 p:

proof First

� 2
p =

p� 1X

k;l =1

�
k
p

� �
l
p

�
� k+ l :

If we �x k 2 f 1; : : : ; p � 1g, then the set f k � 1; k � 2; : : : ; k � (p � 1)g is a set of representatives of
the nonzero congruence classes ofZp, hence we can write

� 2
p =

p� 1X

k=1

p� 1X

m =1

�
k
p

� �
km
p

�
� k+ km

=
p� 1X

k=1

p� 1X

m =1

�
k2

p

�
� k+ km

�
m
p

�

=
p� 1X

k=1

p� 1X

m =1

�
m
p

�
� k+ km ;

because
�

k 2

p

�
= 1 . Rearranging the terms, we obtain

� 2
p =

p� 1X

m =1

 
p� 1X

k=1

� k (1+ m )

! �
m
p

�
:

If m 6= p � 1, then the sequence� 1+ m ; � 2(1+ m ) ; : : : ; � (p� 1)(1+ m ) runs through all the pth roots of
unity with the exception of 1, hence their sum has the value� 1. On the other hand, if m = p� 1,
then the sum of the members of the sequence has the valuep � 1. Therefore

� 2
p = �

p� 2X

m =1

�
m
p

�
+ ( p � 1)

�
p � 1

p

�
=

p� 2X

m =1

�
m
p

�
+ p

�
� 1
p

�
= p

�
� 1
p

�
;

because the number of nonzero squares inZp is the same as that of the nonsquares. The result

follows from the fact that
�

� 1
p

�
= ( � 1)

p � 1
2 . 2

Corollary 7.8 We have q
(� 1)

p � 1
2 p 2 Q(� p):

proof � p is a square root of� 2
p = ( � 1)

p � 1
2 p and � p 2 Q(� ) = Q(� p). 2

We now consider the relation between quadratic and cyclotomic extensions ofQ.
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Proposition 7.12 Let p be an odd prime number. Then the �eldQ(� p) contains a unique
quadratic extension ofQ, namely

Q
� q

(� 1)
p � 1

2 p
�

:

(If p � 1(mod 4), then (� 1)
p � 1

2 p = p and if p � 3(mod 4), then (� 1)
p � 1

2 p = � p.)

proof Theorem 7.7 ensures thatG = Gal(Q(� p)=Q) is cyclic of order p � 1, hence contains a
unique subgroupH of order p� 1

2 . Let K be a �eld intermediate between Q and Q(� p) such that
[K : Q] = 2 . By Theorem 5.1, Q(� p) is a Galois extension ofQ. Consequently, Proposition 5.3
ensures thatQ(� p) is a Galois extension ofK . Thus, Theorem 6.1 entails that Gal(Q(� p)=K ) is
a subgroup ofG of order p� 1

2 . From the unicity of H , we haveH = Gal(Q(� p)=K ). Theorem 6.4
now implies that K = F (H ). We have shown thatQ(� p) contains a unique quadratic extension.

To conclude the proof it su�ces to notice that Q
� q

(� 1)
p � 1

2 p
�

is a quadratic extension ofQ

contained in Q(� p), by Corollary 7.8. 2

For the moment we have only seen that quadratic extensions of a certain form are included in a
cyclotomic extension ofQ. This is not di�cult to extend. First let us suppose that p � 1(mod 4)
and consider� p. We may write

p
� p = i

p
p. Then, using Proposition 7.6, we obtain

Q(
p

� p) = Q(i
p

p) � Q(i )Q(
p

p) � Q(� 4)Q(� p) = Q(� [4;p]) = Q(� 4p):

If p � 3(mod 4), then

Q(
p

p) = Q(i
p

� p) � Q(i )Q(� p) = Q(� 4p):

We have considered odd primes. What can we say about the prime2? We claim that Q(
p

2)
and Q(

p
� 2) are included in Q(� 8). First we notice that � = ei� is a primitive 8th root of unity.

Also, � 7 = � � 1. Hence,� + � � 1 is an element ofQ(� 8). However, this sum has the value
p

2. It
follows that Q(

p
2) � Q(� 8).

Now,
p

� 2 = i
p

2 and i;
p

2 2 Q(� 8), therefore
p

� 2 2 Q(� 8) and it follows that Q(
p

� 2) �
Q(� 8).

Theorem 7.10 Every quadratic extension of the rationals is included in some cyclotomic ex-
tension.

proof We have seen that, ifE is a quadratic extension of the rationals, then there is a square-
free integer d such that E = Q(

p
d) (Theorem 3.5). If d = � p1 � � � pk , where the pi are distinct

primes, then

Q(
p

d) = Q
� p

� p1
p

p2 � � �
p

pk
�

� Q(
p

� p1)Q(
p

p2) � � � Q(
p

pk ):

However, we have just seen that, ifp is a prime number, there is an integern � 2 such that
Q(

p
p) � Q(� n ) and the same applies for� p. Hence, there are integersni � 2 such that

Q(
p

d) � Q(� n 1 )Q(� n 2 ) � � � Q(� n k ) = Q(� [n 1 ;n 2 ;:::;n k ]):

This ends the proof. 2

Exercise 7.7 Find a condition on d which ensures thatQ(
p

d) � Q(� d).
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Remark We have seen that the square root of an integer lies in some cyclotomic extension ofQ.
A natural question arises, namely, ifp is an odd prime, does apth root of an integer necessarily lie
in some cyclotomic extension ofQ. In fact, this is not in general true. Let � = p

p
2, wherep is an

odd prime and � a primitive nth root of unity for some n. The Galois groupG = Gal(Q(� )=Q) is
abelian. If � 2 Q(� ), then Q(� ) is a sub�eld of Q(� ) and the Galois groupG0 = Gal(Q(� )=Q(� ))
is normal in G, becauseG0 is a subgroup of the abelian groupG. This implies that Q(� ) is a
normal extension of Q. However, this is not so, because lies inQ(� ), but the other roots of
f (X ) = � 2 + X p do not. It follows that � =2 Q(� ).

7.7 Orbites of the Galois group action

In Section 7.1 we introduced the action of a Galois group of a separable polynomialf on its
roots. In this section we aim to look more closely at this. In particular, we will show that there
is an interesting relation between the orbits of the action and the decomposition into irreducible
polynomials of the polynomial f . We consider a separable polynomialf 2 F [X ], with set of
roots A = f � 1; : : : ; � n g in a splitting �eld E and we note � the action of the Galois group
G = Gal(E=F ) on A. We write O1; : : : ; Or for the orbits of � and set ni = jOi j.

Proposition 7.13 Let S be a subset ofA and the polynomial f S 2 E[X ] be de�ned by

f S (X ) =
Y

� i 2 S

(� � i + X ):

If SG is the subset ofS �xed by G, i.e., the subset of elementsx 2 A for which � (x) = x for all
� 2 G, then f S 2 F [X ] if and only if SG = S.

proof Suppose that f S 2 F [X ] and take � 2 G. Let

~f S (X ) =
Y

� i 2 S

(� � (� i ) + X ):

The coe�cients bk of this polynomial are expressions, i.e., sums of products, of the� (� i ). As �
is an automorphim, a coe�cient bk is the image under� of the corresponding sum of products
of the � i , i.e., bk = � (ak ). As � �xes the elements of F , ak = bk , for all k and so ~f S = f S . This
implies that � �xes S. As this is so for all � 2 G, we haveSG = S.

Now suppose thatSG = S and let � be an element ofG. As � �xes S, ~f S = f S . However,
this is so for all � 2 G, so the coe�cients of f S belong to the set of elements ofE �xed by G,
i.e., the �eld F (see Theorem 6.2). Hencef S 2 F [X ]. 2

Remark Let g be a monic, irreducible factor of the polynomial f . Then there is a subsetS of
A such that g = f S . As g 2 F [X ], by the previous proposition, we haveSG = S, which implies
that S is a union of orbits of the action � .

Proposition 7.14 Suppose that the polynomialf S de�ned above is in F [X ]. Then f S is irre-
ducible if and only if S is a minimal set �xed by G.

proof Suppose that f S is irreducible. If S0 is strictly included in S and S0 is �xed by G, then
f S0 2 F [X ] and f S0jf , with degf S0 < degf S . This is a contradiction to the irreducibility of f S .
HenceS must be minimal.

Now suppose thatS is a minimal set �xed by G. If f S is not irreducible, then there exists
g 2 F [X ] which is monic, divides f S and is such that degg < degf S . There exists S0 strictly
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included in S such that g = f S0 and so S is not minimal, a contradiction. It follows that f S is
irreducible. 2

We may now prove the main result of this section.

Theorem 7.11 If the separable polynomialf 2 F [X ] has the decomposition into irreducible
factors

f = �f 1 � � � f r ;

where � 2 F and the f i are monic, then the action � has r orbits O1; : : : ; Or , with degf i = jOi j.

proof The minimal sets �xed by G are the orbits of � , therefore the monic irreducible factors
of f are in one-to-one correspondence with the orbits and we have

f = �f O1 � � � f O r ;

where � 2 F and the polynomials f O i are monic, irreducible. The degree off O i is ni = jOi j. 2

It is interesting to consider the case whereF = Fp. From Theorem 7.4 we know that, if E
is a �nite Galois extension of Fp, then the Galois group G = Gal(E=Fp) is cyclic and generated
by the Frobenius automorphism Fr : x 7�! xp. If we suppose that E is a splitting �eld of a
separable polynomialf 2 Fp[X ], then the orbits of the action � de�ned above are of the form
Oi = f Frs(� j )gs2 N , for some� j . If s0 is the smallest indexs � 1 such that Frs(� j ) = � j , then
s0 = ni � 1 and Oi = f � j ; Fr(� j ); : : : ; Frn i � 1(� j )g, i.e., Oi is a cycle of Fr of lengthni = deg f i .
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Chapter 8

Dedekind's reduction theorem

We recall that, if f is a polynomial in Z[X ] and p a prime number, then we may de�ne �f 2 Fp[X ]
by replacing the coe�cients of f by their congruence classes modulop. The polynomial �f so
obtained is called the reduction modulo p of f . We will sometimes refer to �f as a reduced
polynomial. In this chapter we aim to establish an important relation between the Galois groups
of f over Q and �f over Fp, which will enable us to �nd useful information about the former
Galois group. We will need some preliminaries.

8.1 A basic result in module theory

We say that a module M over a ring R is �nitely generated if there are m1; : : : ; ms 2 M such
that every element m 2 M can be expressed in at least one way as

m = r 1m1 + � � � + r sms;

with the r i 2 R. The module M is free if it has a basis, i.e., a setU which has the properties:

� U is a generating set: every elementm 2 M can be expressed as

m = r 1u1 + � � � + r sus;

with the ui 2 U and the r i 2 R;

� U is an independant set:

r 1u1 + : : : + r sus = 0 = ) r i = 0 ; for all i:

Let M be a module over an integral domainR. If x 2 M and there exists r 2 R� such that
rx = 0 , then we say that x is a torsion element. The set of torsion elements form a submodule of
M , which we write tM . (Clearly tM is closed under scalar multiplication; if rx = 0 and sx = 0 ,
then rs(x + y) = 0 , so tM is closed under addition.) We say thatM is torsion-free if tM = f 0g
and torsion if tM = M . We now bring these ideas together.

Proposition 8.1 Let R be principal ideal domain andM a �nitely generated R-module. Then
M has a �nite basis if and only if M is torsion-free.

We will give a proof of this result in Appendix E.

Exercise 8.1 Show that a free module over an integral domain is torsion-free.
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8.2 Dedekind's lemma

In this section we present an important result due to Dedekind, which we will need further on
in this chapter. Let G be a (multiplicative) semi-group and F a �eld. A character of G into
F is a mapping from G into F which preserves multiplication and is not identically zero. We
will write Char (G; F ) for the set of characters fromG into F . The set of all mappings from G
into F , which we note F G , can be given a vector space structure overF with the vector space
operations de�ned pointwise. The following result is referred to asDedekind's lemma.

Theorem 8.1 The set of characters Char(G; F ) is a linearly independant subset ofF G .

proof Let n � 1 and � 1; : : : ; � n be distinct elements of Char(G; F ). Suppose that

a1� 1 + � � � + an � n = 0 ; (8.1)

where a1; : : : ; an 2 F . We will show by induction that a1 = � � � = an = 0 .
For n = 1 , let x 2 G be such that � 1(x) 6= 0 . Then a1� 1(x) = 0 implies that a1 = 0 . Now

suppose that n > 1 and that the result is true up to n � 1. Since � 1 6= � n , there exists y 2 G
such that � 1(y) 6= � n (y). Evaluating equation (8:1) at x and yx, wherex is an arbitrary member
of G, we obtain

a1� 1(x) + � � � + an � n (x) = 0 (8.2)

and
a1� 1(y)� 1(x) + � � � + an � n (y)� n (x) = 0 : (8.3)

We now multiply equality (8:2) by � n (y) and subtract it from equality (8:3). Bearing in mind
that the element x was chosen arbitrarily, we obtain

a1(� 1(y) � � n (y)) � 1 + � � � + an � 1(� n � 1(y) � � n (y)) � n � 1 = 0 :

From the induction hypothesis we deduce that all the coe�cients of the linear combination on
the left hand side of the equality have the value0. In particular, a1(� 1(y) � � n (y)) = 0 . As
� 1(y) � � n (y) 6= 0 , we must havea1 = 0 . However, now equation(8:1) is reduced ton � 1 terms
and so, using the induction hypothesis again, we obtaina2 = � � � = an = 0 . 2

Remark A character is not required to have only nonzero values; it is su�cient that it has at
least one nonzero value. However, ifG is a monoïd, then the image of an invertible element is
nonzero. In particular, if G is a group, then the image ofG under a character is a subgroup of
the multiplicative subgroup F � of F .

Corollary 8.1 A set of distinct automorphisms S = f � 1; : : : ; � n g on a �eld F is independant.

proof An automorphism � of a �eld F , when restricted to the multiplicative group F � becomes
a group automorphism, hence� is a character of the groupF � into the �eld F . 2

8.3 Splitting �elds of polynomials in Z[X ]

In this section (and the following sections) we aim to consider certain properties of splitting �elds
of monic polynomials belonging toZ[X ]. Let f 2 Z[X ] be monic, A = f � 1; : : : ; � n g the set of
roots of f in C and E a splitting �eld of f contained in C. We may considerf as a polynomial
in Q[X ]. Then, from Proposition 2.2, we have

E = Q[� 1; : : : ; � n ];
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i.e., E is composed of the polynomials in the� i with coe�cients in Q. We set

D = Z[� 1; : : : ; � n ]:

Then D is a subring of E and also aZ-module.

Proposition 8.2 The Z-module D is �nitely generated and torsion-free, therefore has a �nite
basisU = ( u1; : : : ; ur ).

proof If f (X ) =
P n

i =0 ai X i and � 2 A, then � n = �
P n � 1

i =0 ai � i , therefore D is generated by
the elements� e1

1 � e2
2 � � � � en

n , with 0 � ei � n � 1. Thus D is �nitely generated.
If am = 0 , with a 6= 0 , then consideringD � E , we have

a� 1(am) = ( a� 1a)m = 0 = ) m = 0 :

Thus D is torsion-free.
As Z is a P.I.D. and D is �nitely generated and torsion-free, we may apply Proposition 8.1

to obtain the existence of a �nite basis U = ( u1; : : : ; ur ). 2

A natural question now arises: Can we �nd a natural basis of theQ-vector spaceE? In fact,
this is the case.

Proposition 8.3 The basisU = ( u1; : : : ; ur ) of D is a basis of theQ-vector spaceE = Q[� 1; : : : ; � n ].

proof E is the fraction �eld of D , so, by Corollary E.1, U is a basis of theQ-vector spaceE.2

8.4 Splitting �elds of reduced polynomials

Our aim in this section is to �nd a splitting �eld of a reduced polynomial.

Proposition 8.4 Let p be a prime number andM a maximal ideal of D which contains the
proper ideal Dp. If f 2 Z[X ] and is monic, then K = D=M is a splitting �eld of �f , the reduction
modulo p of f .

proof It is clear that the characteristic of K is p, henceK is an extension ofFp. Let us write
� for the standard projection of D on K . If U = ( ur ) is the basis found in the preceding section
and

x = a1u1 + � � � + ar ur ; with ai 2 Z;

then
� (x) = � (a1)� (u1) + � � � + � (ar )� (ur ):

We may identify the image of � restricted to Z with Fp, because the kernel of this mapping is
Z \ M = Zp. Thus we may consider the� (ai ) belonging to Fp. Therefore f � (ui )g is a generating
set of K over Fp and K is a �nite extension of Fp. We next notice that �f splits over K :

�f (X ) = ~� (f (X )) = ~� (
nY

i =1

(� � i + X )) =
nY

i =1

(� � (� i ) + X );

where ~� is the mapping of Z[X ] into Fp[X ] which corresponds to� and the � i are the roots of
f . In addition,

K = � (D ) = � (Z[� 1; : : : ; � n ]) = Fp[� (� 1); : : : ; � (� n )] = Fp(� (� 1); : : : ; � (� n )) ;
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becauseFp[� (� 1); : : : ; � (� n )] is a �eld. It follows that K is a splitting �eld of �f . 2

The mapping � : D �! K is a surjective ring homomorphism and the roots of �f are the
images of the roots off . In fact, we may generalize this.

Proposition 8.5 If � : D �! K is a ring homomorphism, then � restricted to Z is the same
for all � 2 Hom(D; K ). Also, � is surjective and the images of the roots off are roots of �f .

proof That � restricted to Z is the same for all � 2 Hom(D; K ) follows from the fact that
� (1) = 1 + M .

Now we observe that

~� (f (X )) = ~�

 
nY

i =1

(� � i + X )

!

=
nY

i =1

(� � (� i ) + X );

hence the� (� i ) are the roots of �f .
Finally let us consider the surjectivity. We have

� (D ) = � (Z[� 1; : : : ; � n ]) = Fp[� (� 1); : : : ; � n (� n )]:

Also, Fp[� (� 1); : : : ; � (� n )] is a subset ofK and also a splitting �eld of �f (Proposition 2.2), there-
fore Fp[� (� 1); : : : ; � (� n )] is isomorphic to K . It follows that � (D ) = K . 2

Remark This generalization, which is interesting in its own right, will be used in a proof a little
further on, namely that of Proposition 8.7.

8.5 Resultants and discriminants

In the following we will use the discriminant of a polynomial, which is useful in determining
whether an extension is separable. However, in order to study this concept it is useful to intro-
duce another concept, namely the resultant of two polynomials.There is an important relation
between the discriminant of a polynomial and the resultant of a polynomial and its derivative.
Here we will only introduce the subject. Further on we will handle it in more detail.

Resultants

We �x m; n 2 N � . Let F be a �eld, f 2 Fm [X ], with coe�cients a0; : : : ; am and g 2 Fn [X ], with
coe�cients b0; : : : ; bn . We de�ne the square n + m Sylvester matrix Sm;n (f; g ) (or S(f; g )), if m
and n are understood) as follows:

Sm;n (f; g ) =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

am am � 1 am � 2 : : : 0 0 0
0 am am � 1 : : : 0 0 0
...

...
...

0 0 0 : : : a1 a0 0
0 0 0 : : : a2 a1 a0

bn bn � 1 bn � 2 : : : 0 0 0
0 bn bn � 1 : : : 0 0 0
...

...
...

0 0 0 : : : b1 b0 0
0 0 0 : : : b2 b1 b0

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
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We obtain Sm;n (f; g ) by shifting the line vector of the coe�cients of f successively to the right
by 0; 1; : : : ; n � 1 steps and the vector line of the coe�cients of g successively to the right by
0; 1; : : : ; m � 1 steps and then �lling in the remaining places with 0.

Remark If 0 � degf = k < m , then we haveam = am � 1 = � � � = ak+1 = 0 and if f = 0 , then
ai = 0 , for all i . We have an analogous situation ifdegg 6= n.

Here is an example. With m = 3 an n = 2 , we have

Sm;n (f; g ) =

2

6
6
6
6
4

a3 a2 a1 a0 0
0 a3 a2 a1 a0

b2 b1 b0 0 0
0 b2 b1 b0 0
0 0 b2 b1 b0

3

7
7
7
7
5

The resultant of f and g, which we note Rm;n (f; g ), (or R(f; g ), if m and n are understood) is
the determinant jSm;n (f; g )j. Clearly,

Rn;m (g; f ) = ( � 1)mn Rm;n (f; g ):

Remark We may consider theai and bj as variables. In this way we obtain a mapping from
F m +1 � F n +1 into F , which is mn-homogeneous.

Discriminants

Let f (X ) =
P m

i =0 ai X i a polynomial with coe�cients in a �eld F . We suppose that the degree
m of f is greater than 1 and that f has the roots � 1; : : : ; � m in some splitting �eld E . The
discriminant of f is de�ned by

�( f ) = a2m � 2
m

Y

1� i<j � m

(� i � � j )2:

From the theorem which follows this de�nition is unambiguous: it does not depend on the split-
ting �eld chosen.

It is useful to notice that �( f ) belongs toF . Indeed, the multivariate polynomial
A = a2m � 2

m
Q

1� i<j � m (X i � X j )2 is a symmetric polynomial in F [X 1; : : : ; X n ]. Consequently,
from Corollary B.1, �( f ) 2 F . Using the same corollary, we may also say that, iff 2 R[X ],
where R is an integral domain, then �( f ) 2 R.

The following result links the resultant and the discriminant.

Theorem 8.2 If char F = 0 or char F = p > 0 and p 6 jm, where degf = m, then

�( f ) = ( � 1)m (m � 1)=2a� 1
m Rm;m � 1(f; f 0):

Remark The polynomial f has a multiple root if and only if �( f ) = 0 . From the above formula,
we see that we are able to determine the existence of a multiple root only taking into account
the coe�cients of f . We should also notice that the formulas show that the discriminant belongs
to the �eld F .
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8.6 The Galois group of a polynomial and of its reduction

In this section we aim to show that the Galois group of the reduction of a monic polynomial
f 2 Z[X ] may be considered as a subgroup of the Galois group off . This will give us information
about the Galois group of f . We begin with a simple proposition, which we can prove using
discriminants, thus justifying their introduction in the last section.

Proposition 8.6 Let f 2 Z[X ] be a monic polynomial, p a prime number and �f 2 Fp[X ] the
reduction modulo p of f . Then, if �f is strongly separable, then so isf .

proof If M = ( mij ) 2 M n (Z) and �M = ( �mij ) 2 M n (Fp), where �mij is the congruence class of
mij modulo p, then the det M = det �M . Hence, if degf = n, then

Rn;n � 1(f; f 0) = 0 = ) Rn;n � 1( �f ; �f 0) = 0

and it follows that, if �f is strongly separable, then so iff . 2

We suppose from here on that �f is strongly separable and thatE , D and K are de�ned as
in Sections7:3 and 7:4. We de�ne a right action 	 of G = Gal(E=Q) on Hom(D; K ), the set of
ring homomorphisms ofD into K , by

	( �; � ) = �:� = � � � jD ;

for all � 2 G and � 2 Hom(D; K ). (The action is de�ned, because� (D ) � D . )

Proposition 8.7 The action 	 is free and transitive.

proof Let A be the set of roots off . If � � � restricted to D is equal to � , then (� � � ) jA = � jA .
In addition, � (A) � A, so we may write

� jA = ( � � � ) jA = � jA � � jA :

From Proposition 8.5, � jA is surjective from A into �A, the set of roots of �f . As �f is strongly
separable, so isf (Proposition 8.6), hence

jAj = deg f = deg �f = j �Aj:

It follows that � jA is a bijection of A on �A and so invertible. We deduce that � jA is the identity
on A, which implies that � is the identity of the Galois group of f . We have established that	
is free.

We now consider the transitivity. Let us �x � 2 Hom(D; K ) and note N the cardinal of the
Galois group G = Gal(E=Q), where E is a �xed splitting �eld of f . We write O for the orbit of
� :

O = f �:� : � 2 Gg:

As the action 	 is free, we havejOj = N . We aim to show that O = Hom(D; K ). Let us
write � 1; : : : ; � N for the homomorphisms in O. If O 6= Hom(D; K ), then there exists � N +1 2
Hom(D; K ) n O. We may consider the homomorphisms as characters of the monoïde(D; �) into
K . We have

N = jGal(E=Q)j = [ E : Q] = rk D:
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(For the last equality see Proposition 8.3.) Hence there is a basis(ui ) of D whose cardinal isN .
The system

x1� 1(u1) + � � � + xN +1 � N +1 (u1) = 0
...

...
...

...
...

x1� 1(uN ) + � � � + xN +1 � N +1 (uN ) = 0

is composed ofN equations andN +1 unknowns, therefore has a nonzero solution(� 1; : : : ; � N +1 ).
If a 2 D and a =

P N
j =1 aj uj , then

N +1X

i =1

� i � i (a) =
N +1X

i =1

� i � i

0

@
NX

j =1

aj uj

1

A

=
N +1X

i =1

� i

NX

j =1

aj � i (uj )

=
NX

j =1

aj

N +1X

i =1

� i � i (uj ) = 0 :

Therefore
P N +1

i =1 � i � i (a) = 0 , for all a 2 D , which contredicts Dedekind's lemma (Theorem 8.1).
It follows that O = Hom(D; K ) and therefore that the action 	 is transitive. 2

We may now prove the principal result of this section. This is particularly important, in that
it often gives us important information concerning the Galois group of certain polynomials. It is
often referred to asDedekind's Theorem.

Theorem 8.3 Let f 2 Z[X ] be monic andp a prime number. If �f , the reduction of f modulo
p, is strongly separable, then there is an injective group homomorphismg of the Galois group of
�f , �G = Gal(K=Fp), into the Galois group of f , G = Gal(E=Q).

proof As in Section 7.4, we note� the standard projection of D on K . Then �� � � 2 Hom(D; K ),
for all �� in the Galois group �G. As the action 	 of the previous proposition is free and transitive,
there exists a unique� 2 G such that

�� � � = �:� = � � �:

We de�ne g(�� ) = � and so obtain a mapping from �G into G. In fact, g is an injective group
homomorphism, as we now see. First,

� � g(�� 1 � �� 2) = (�� 1 � �� 2) � � = �� 1 � (�� 2 � � )

= �� 1 � (� � g(�� 2)) = (�� 1 � � ) � g(�� 2)

= ( � � g(�� 1)) � g(�� 2) = � � (g(�� 1) � g(�� 2)) :

As the action 	 is free,
g(�� 1 � �� 2) = g(�� 1) � g(�� 2);

i.e., g is a homomorphism. In addition,

g(�� ) = id G =) �� � � = �:
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Let x 2 K . As � is surjective, there existsy 2 D such that � (y) = x, so �� � � (y) = � (y), i.e.,
� (x) = x. Hence, �� = id �G . It follows that g is injective. 2

Remark We have �xed the splitting �eld of f over Q (resp. �f over Fp) to obtain a given Galois
group of f (resp. �f ). Changing the splitting �elds and thus the Galois groups does not of course
a�ect the result above, because all Galois groups of a given polynomial over a certain �eld are
isomorphic.

From the theorem which we have just proved, for a root� of f , we obtain the relation


 (g(�� )( � )) = �� (
 (� )) ;

where 
 is the mapping � restricted to A. 
 is an invertible function from A into �A, since �f is
strongly separable. Indeed, as a function fromA into �A, 
 is surjective and the fact that �f is
strongly separable ensures thatA and �A have the same cardinality. Thus onA we have


 � g(�� ) = �� � 
 =) g(�� ) = 
 � 1 � �� � 
:

From Section 7.7 we know that the Galois group �G = Gal(K=Fp) is generated by the Frobenius
automorphism Fr : x 7�! xp and is composed of cycles whose length correspond to the degrees of
the irreducible polynomials in the decomposition of the reduced polynomial�f . From the relation
g(�� ) = 
 � 1 � �� � 
 , we obtain a permutation in the Galois group of G = Gal(E=Q) with the
same cycle structure. By varying the value of the primep we may �nd su�cient permutations
to characterize the Galois group off .

Example If f (X ) = 3 + X + X 4 + X 6, then the factorizations of the reductions of f modulo 2
and 3 are

�f (X ) = (1 + X )(1 + X + X 2)(1 + X + X 3) and �f (X ) = X (2 + X )(2 + 2 X + 2X 2 + X 3 + X 4):

The reductions have no multiple roots and so are strongly separable. Applying the theorem, we
see that G has elements� and � such that � jA is a permutation with the cycle structure (1; 2; 3)
(a product of a 2-cycle and a3-cycle) and � jA a permutation with the cycle structure (1; 1; 4) (a
4-cycle). Going a little further, we �nd that the reduction modulo 5 has the form

�f (X ) = (3 + X )2(2 + X + 3X 2 + 4X 3 + X 4)

This has a factor which is a square and hence a multiple root, so we cannot apply the theorem.
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Chapter 9

Determination of the Galois group

In general, it is di�cult to determine the Galois group of a polynomial. However, we can often
�nd certain properties of the group. In some cases this may be enough to determine the group.
We will mostly consider irreducible rational polynomials.

9.1 Inclusion in an alternating group An

We have seen that a Galois groupG of a polynomial having n distinct roots may be considered
as a subgroup of the permutation groupSn . It is natural to ask whether permutations of this
group are even, i.e., ifG � An . We will begin with a criterion applying to this question.

Proposition 9.1 Let F be a �eld whose characteristic is not2 and f 2 F [X ] strongly separable
of degreen. Then the Galois groupG of f is isomorphic to a subgroup ofAn , the alternating
group of order n, if and only if the discriminant of f , �( f ), is a square in F .

proof Let A = f � 1; : : : ; � n g be the set of roots of f in a splitting �eld E of f and � (f ) =Q
1� i<j � n (� i � � j ). As f is strongly separable, � (f ) 6= 0 . Also, � (f ) 2 F (� 1; : : : ; � n ) and

� (f )2 = �( f ) 2 F . To shorten the notation let us write � for � (f ) and � for �( f ). Clearly, �
is a square inF if and only if � 2 F .

We now take � 2 Gal(F (� 1; : : : ; � n )=F). If � � = � 1 is the sign of the permutation � = � jA

of A, then
� (� ) =

Y

1� i<j � n

(� � ( i ) � � � ( j ) ) = � �

Y

1� i<j � n

(� i � � j ) = � � �;

hence� (� ) = � � . As char F 6= 2 , we have� 6= � � and so� (� ) = � if and only if the permutation
� is even, or, identifying A with N n = f 1; : : : ; ng, if and only if � 2 An . We thus obtain that
the Galois group G �xes � if and only if G � An , or equivalently, by Theorem 6.2, � 2 F if and
only G � An . As � is a square inF if and only if � 2 F , this �nishes the proof. 2

Example Let f 2 F [X ] be separable, irreducible and of degree3. From Theorem 7.2, 3 divides
the cardinal of the Galois group G of f over Q. If we now suppose that � is a square, then,
identifying G with a subgroup of Sn , we haveG � A3. However, asjA3j = 3 , we haveG iso-
morphic to A3. If, on the other hand, �( f ) is not a square inF , then G 6� A3. The only other
subgroup of S3 divisible by 3 is S3 itself, so in this caseG is isomorphic to S3.
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We will now consider another criterion which enables us to determine the nature of the Galois
group, but this time only over Q.

9.2 A criterion for rational polynomials

In the last section we considered a criterion which was generally applicable. Often criteria can
only be used for certain types of �eld. This is the case with the criterion which we now consider.
We will �rst need to do a little preliminary work on permutations.

Lemma 9.1 If p is a prime number, then every element ofSp of order p is a p-cycle.

proof Let � 2 Sp be of order p. We may write

� = � 1 � � � � r ;

where the � i are nontrivial disjoint cycles. We have

p = o(� ) = [ o(� 1); : : : ; o(� r )]:

Hence,o(� i )jp, for all i . As o(� i ) > 1, we must haveo(� i ) = p. This implies that all the � i are
p-cycles and so� is a product of p-cycles. However, we cannot have more than one such cycle,
because the permutation is onp elements. Therefore,� is a p-cycle. 2

It is well-known that the transposition (1 2) and the n-cycle (1 : : : n) generateSn . This is
not in general true for any transposition and n-cycle. For example, the cycles(1 3) and (1 2 3 4)
in S4 generate a subgroupG isomorphic to D8. To see this, it is su�cient to notice that G is
a nonabelian group of cardinal8, with an element of order 4 and an element of order2 (see
Appendix B). However, if n is prime, then any transposition and n-cycle generateSn . We will
prove a related result and then establish this as a corollary.

Proposition 9.2 For 1 � a < b � n, the transposition (a b) and then-cycle (1 2 : : : n) generate
Sn if and only if (b� a; n) = 1 .

proof Let d = ( b� a; n). We claim that if � 2 h(a b); (1 2 : : : )i , then

i � j (mod d) =) � (i ) � � (j ) (mod d):

To prove this, it is su�cient to consider the cases where � = ( a b) and � = (1 2 : : : n). We have

� for i 6= a; b, (a b)( i ) = i ;

� for i = a, (a b)( i ) = b;

� for i = b, (a b)( i ) = a.

From these equalities, we see that, if� = ( a b), then

dj(j � i ) =) dj(� (i ) � � (j )) ;

i.e., the assertion is true for � = ( a b). Now let us consider the case where� = (1 2 : : : n). We
have

� (i ) = i + 1 ( mod n) =) � (i ) = i + 1 ( mod d);
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becausedjn. As
i � j (mod d) =) i + 1 � j + 1 ( mod d);

the assertion is true for � = (1 2 : : : n). We have proved the claim.
Now suppose thatd > 1 and consider the transposition(1 2). We have

(1 2)(1) = 2 and (1 2) = 1 + d:

However, 1 � 1 + d (mod d), but 2 6� 1 + d (mod d). Hence,(1 2) =2 h(a b); (1 2 : : : )i . Therefore
Sn is not generated by(a b) and (1 2 : : : n).

We now prove the converse. Let� = (1 2 : : : n); then � i (a) � a + i (mod n). Hence

� b� a(a) � b (mod n):

As 1 � � b� a(a); b � n, we have� b� a(a) = b. Next we notice that there exist s and t such that
s(b� a) + tn = 1 , becauseb� a and n are coprime. This implies that

� = � (b� a)s � nt = � (b� a)s =) h (a b); � i = h(a b); � b� a i :

Now � b� a is an n-cycle. If this is not the case, then� b� a can be written as a product of
disjoint cycles of length less thann. However,

� � (b� a) (1) � 1 + � (b� a) � 1 (mod n) =) nj� (b� a) =) nj�;

because(b � a; n) = 1 . If 1 � � < n , then this is not possible, so� � (b� a) (1) 6= 1 . This means
that 1 belongs to no cycle of length smaller thann and so� b� a is an n-cycle.

There exists a permutation � 2 Sn such that � (1 2 : : : n)� � 1 = � b� a and � (1) = a, � (2) = b.
Then

Sn = �S n � � 1 = � h(1 2); (1 2 : : : n)i � � 1

= h� (1 2)� � 1; � (1 2 : : : n)� � 1i

= h(a b); � b� a i

= h(a b); � i :

This �nishes the proof. 2

Lemma 9.2 Let p be a prime number. If � is a transposition and � a p-cycle in Sp, then
H = h�; � i , the subgroup ofSp generated by� and � , is the whole groupSp.

proof Let � = ( a b). There is a permutation � 2 Sp such that � (1 2 : : : p)� � 1 = � . Let
� = ( a b) and � (a0) = a, � (b0) = b. Then we have

Sp = � h(a0 b0); (1 2 : : : p)i � � 1;

because(b0 � a0; p) = 1 (Proposition 9.2). Now

� h(a0 b0); (1 2 : : : p)i � � 1 = h� (a0 b0)� � 1; � (1 2 : : : p)� � 1i

= h(a b); � i = h�; � i :

We have proved what we set out to establish. 2

We now turn to a result which enables us to determine the Galois group of a rational poly-
nomial under certain conditions.
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Theorem 9.1 Let f 2 Q[X ] be irreducible and of prime degreep. If f has only two complex
roots, � and �� , then the Galois groupG of f over Q is isomorphic to Sp.

proof From Lemma 9.2, it is su�cient to show that G has a transposition and ap-cycle. The
mapping conjugate conjugation restricted to the set of roots off is a transposition. Also, from
Theorem 7.2, pjjGj, so G has an element of orderp. From Lemma 9.1, this must be ap-cycle.
This �nishes the proof. 2

Example The polynomial f (X ) = � 1 + X + X 3 is irreducible over Q: If f is reducible overQ,
then f is also reducible overZ and, in this case, �f , the reduction of f modulo 2, has a root in
Z2. However, this is not the case, and sof is irreducible over Q. Also, f 0(X ) = 1 + 3 X 2, which
does not vanish in R , so f has a unique root in R . This means that f has a pair of complex
roots and we may apply the theorem: the Galois group off is isomorphic to S3.

Example The polynomial f (X ) = � 1� 4X + X 5 is irreducible over Q. To see this it is su�cient
to show that �f , the reduction of f modulo 2, is irreducible. This is so, because�f has no root in
Z2 and no polynôme of degree2 in Z2[X ] divides �f . The derivative of f is f 0(X ) = � 4 + 5X 4.
As a function de�ned on R , f is positive for x4 � 4

5 and negative for x4 � 4
5 . As f (0) = � 1,

f (� 1) = 2 and lim x 7!�1 f (x) = �1 , f has precisely three real roots. Applying the theorem,
we see that the Galois group off is isomorphic to S5.

We will now look at a more general polynomial. Let p be a prime number, with p � 7, and
m; n1; : : : ; np� 2 positive even integers such thatni < n i +1 and

P p� 2
i =1 n2

i � 2m < 0. We de�ne
the polynomial g 2 Z[X ] by

g(X ) = ( m + X 2)( � n1 + x)( � n2 + X ) � � � (� np� 2 + X ):

The polynomial g has the roots n1; : : : ; np� 2. On an interval (ni ; ni +1 ) � R the sign of the
polynomial function g does not change, because there is no real root in such an interval. Also,
as g0(ni ) 6= 0 , the signs ofg on adjacent intervals are opposites. Thusg has p� 3

2 positive relative
maxima and p� 3

2 negative relative maxima. If k is an odd integer, then it is not di�cult to see
that jg(k)j > 2, hence the relative maxima have a value strictly superior to2.

We now set f (X ) = g(X ) � 2. From what we have seen, there existx1; : : : ; xp� 2 2 (n1; np� 2)
such that for the polynomial fuction f we havef (x i )f (x i +1 ) < 0, for i = 1 ; : : : ; p � 4. Therefore
f has a root in each interval (x i ; x i +1 ). As f (ni ) = � 2, and f (x1) and f (xp� 3) have opposite
signs, there must exist a root off in (n1; x1) or in (xp� 3; np� 2). In addition, as f (np� 2) = � 2
and lim x 7!�1 f (x) = + 1 , we have another root off in the interval (np� 2; 1 ). We have shown
that f has at leastp � 2 real roots.

We will now show that f has two roots in C n R . We have

f (X ) = ( X + i
p

m)(X � i
p

m)( � n1 + X )( � n2 + X ) � � � (� np� 2 + X ) � 2

and the constant term is not divisible by 4 and

f (X ) =
pY

i =1

(� � i + X );

where the � i are the complex roots off . If we compare the coe�cients of X p� 1 and X p� 2 in
the two expressions forf , then we obtain

pX

i =1

� i =
p� 2X

i =1

ni and
X

i<j

� i � j =
X

i<j

ni nj + m:
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Hence

pX

i =1

� 2
i =

 
pX

i =1

� i

! 2

� 2
X

i<j

� i � j =

 
p� 2X

i =1

ni

! 2

� 2

0

@
X

i<j

ni nj + m

1

A =
p� 2X

i =1

n2
i � 2m:

As
P p� 2

i =1 n2
i � 2m < 0, we have

P p
i =1 � 2

i < 0, so at least one� i 2 C nR . However, asf is a real
polynomial, the complex conjugate of� i is also a root off . We have shown that f has only real
roots except for a pair of complex conjugates.

To complete the discussion we show thatf is irreducible over Q. Now, all the coe�cients of
f , except the leading coe�cient, are divisible by 2 and the constant term is not divisible by 4
(4jmn1 � � � np� 2 =) 4 6 j(mn1 � � � np� 2 � 2)). From Eisenstein's critrerion, f is irreducible over Q.
We may now apply Theorem 9.1 to see that for the class of polynomials under consideration the
Galois group is Sp. It is worth noticing that there is an in�nite number of polynomials in this
class.

9.3 Possible forms of the Galois group

As we have seen, the Galois group of a polynomialf of degreen may be considered as a sub-
group of Sn . However, not all subgroups ofSn are possible. If we suppose thatf is separable
and irreducible, then the Galois group of f must be transitive and its cardinal a multiple of n
(Theorem 7.2). Therefore, if we are considering such polynomials, then we know that the Galois
group must belong to a certain �nite subclass of subgroups ofSn . For example, if f 2 Q[X ]
is irreducible and of degree5 and G is its Galois group, then 5jjGj. If we also know that the
discriminant of f is a square inQ, then we can say thatG is a subgroup ofAn (Proposition 9.1).
This limits considerably the possibilities.

Now we aim to consider the Galois groupG of a an irreducible rational polynomial of degree
n. If n = 2 and jSn j = 2 , in this case there can only be one possibility for the Galois group,
namely S2. Let us now consider the case wheren = 3 . We have already seen (in the �rst
section of this chapter) that there are two possibilities, namelySn and An , the �rst when the
discriminant of the polynomial is not a square in Q and the other when it is. We now turn to
the case wheren = 4 . This is more instructive and we will need some elementary group theory.
We recall that the only subgroup of Sn of index 2 is An .

Transitive subgroups of S4 divisible by 4

Now let us consider the possible Galois groups for irreducible rational polynomials of degree
4. We must �nd the subgroups of S4 which are transitive and whose cardinal is divisible by4.
The possible orders for such subgroups are4, 8, 12 and 24. The only subgroup of order24 is S4

and the only subgroup of order12 is A4. Therefore we are left with subgroups of order4 and 8.
If G is a subgroup of order8, then G must be a Sylow2-subgroup ofS4. All such subgroups are

conjugate and hence isomorphic. Thus, up to isomorphism, there is only one possible subgroup
of order 8. If we set

� = (1 2 3 4) and � = (1 3) ;

then we �nd that
��� � 1 = (1 4 3 2) = � � 1

and that the set
S = f e; �; � 2; � 3; �; ��; � 2�; � 3� g
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is a group (generated by� and � ). This group is thus isomorphic to the dihedral group D8.
Finally we turn to the case where the subgroupG is of order4. Clearly the subgroup generated

by a 4-cycle is a transitive subgroup ofS4 of order 4 and all such subgroups are isomorphic. The
other subgroups ofS4 of order 4 are isomorphic to the Klein subgroup, i.e.,Z2 � Z2. In addition
to the identity, such a group has elements of order2 of cycle types(2; 1; 1) or (2; 2). There are
three possibilities:

� All the � i are transpositions: then we must have(1 2), (1 3) and (2 3) and the product of
the �rst two is the 3-cycle (1 3 2), a contradiction.

� One of the � i is of type (2; 2) and the other two are transpositions: in this case, the two
transpositions must be disjoint, otherwise their product is a 3-cycle and the group has the
form

f e;(1 2); (3 4); (1 2)(3 4)g;

which is not transitive.

� Two of the � i are of type (2; 2), which implies that the third is also of this type and the
group has the form

f e;(1 2)(3 4); (1 3)(2 4); (1 4)(2 3)g;

which we note V4. This subgroup is clearly transitive.

We are now going to consider transitive subgroups ofS5. However, before doing so, we need
to introduce a little group theory.

We recall that a group is simple if it has no proper normal subgroup other thanf eg. For
n � 5, An is simple. (A proof of this may be found, for example, in [19].)

Exercise 9.1 Show thatA4 is not simple. What can we say aboutA2 and A3?

Exercise 9.2 Show that, for n � 5, An is the unique nontrivial normal subgroup ofSn .

We need a technical result, which is not standard.

Proposition 9.3 If G is a �nite group and H a nontrivial subgroup such thatjGj does not divide
[G : H ]!, then H contains a nontrivial normal subgroup of G.

proof Let n = [ G : H ]. Each g 2 G induces a permutation � g on the quotient set G=H:

� g(xH ) = gxH:

As [G : H ] = n, we may identify � g with an element of Sn . The mapping � : g 7�! � g is a
homomorphism:

� gh (xH ) = ghxH = � g(hxH ) = � g � � h (xH ):

Now ker � is a normal subgroup ofG contained in H :

gxH = H =) xH = g� 1H:

As this is true for all x 2 G, it is true for the identity element, so we obtain

eH = g� 1H =) g� 1 2 H =) g 2 H;
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and it follows that ker � � H .
Also

G=ker � ' Im � =) j G=ker � jjn! =) j Gjjj ker � jn!

If jGj does not divide n!, then j ker � j 6= 1 and soker � is not trivial. 2

The knowledge of semidirect products needed in the next part of our exposition can be found
in Appendix B.

Transitive subgroups of S5 divisible by 5

Now let us consider the possible Galois groups for irreducible rational polynomials of degree
5. The orders of such groups must be multiples of5 and divisors of 120. In fact, the transitivity
does not enter into the question.

Proposition 9.4 Let G be a subgroup ofS5 whose order is divisible by5. Then G is transitive.

proof By Cauchy's Theorem G contains an element of order5, i.e., a 5-cycle � = ( x1; : : : ; x5).
It is not di�cult to see there is a power k of � which sendsx i to x j , for any pair of numbers x i

and x j . Therefore G is transitive. 2

Remark We can generalize this result toSp, for any prime p: If p is a prime number and G a
subgroup of Sp such that pjjGj, then G is transitive.

Taking into account what we have seen, the possible orders of subgroups ofS5 which interest
us are5, 10, 15, 20, 30, 40, 60 and 120.

Let us �rst consider the possible cyclic subgroups. InS5 the highest possible order of an
element is6; this results from the decomposition of a permutation into distinct cycles. It follows
that the only cyclic groups of S5 whose order is divisible by5 are those generated by a5-cycle.

Now we consider subgroups of order10. If G is such a subgroup, then it is cyclic or isomorphic
to D10 (Proposition C.4). The �rst possibility has already been ruled out, so there only remains
the second. This occurs: If we set� = (1 2 3 4 5) and � = (1 3)(4 5) and then G ' h �; � i . If we
set H = h� i and K = h� i , then it is easy to check that G is isomorphic to the semidirect product
of H and K , which is not direct.

Suppose that G is a subgroup ofS5 of order 15. From Theorem C.2, G is cyclic, which is
impossible, so there is no subgroup of order15 in S5.

We now turn to the case wherejGj = 20. This is a little more interesting. G has a Sylow
5-subgroupP and a Sylow2-subgroupQ, with jP j = 5 and jQj = 4 . Writing s5 for the number of
Sylow 5-subgroups, we haves5j4 and sos5 can take the values1, 2 or 4. However,s5 � 1 (mod 5),
so the only possibility is s5 = 1 . This implies that P is normal in G. As the order of elements
in P and Q are coprimeP \ Q = f eg and soPQ = G. If Q is normal in P, then G is the direct
product of P and Q and so abelian. However, in this caseG has an element of order10, which
we have excluded, soG is a semidirect product of P and Q, which is not abelian.

We would like to know a little more about the subgroup Q. We consider the mapping

� : Q �! Aut (P); y 7�! � y ;

where
� y (x) = yxy � 1;
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for all x 2 P. If a is a generator ofP and y 2 ker � , then

yay� 1 = a =) ya = ay:

As y and a commute, we haveo(ya) = o(y)o(a), since the orders ofy and a are coprime. If
o(y) = 2 , then o(ya) = 10 , and if o(y) = 4 , then o(ya) = 20 , both of which are impossible.
Therefore o(y) = 1 , which implies that y = e. Thus � is injective. As Aut (P) ' Z4, Q ' Z4 and
Q is cyclic. It is a simple matter to check the subgroup ofS5 generated by the cycles(1 2 3 4 5)
and (2 3 5 4) is a subgroup of order20 of the required type.

What about subgroups G of order 30. The index [S5 : G] of such a subgroup is4 and 120,
the cardinal of S5 does not divide 24 = 4!, so, from Proposition 9.3, G contains a nontrivial
normal subgroup N of S5. However, the only nontrivial normal subgroup of S5 is A5 (Exercise
9.2). Thus N = A5, which is impossible, becausejN j < jA5j. So there is no subgroup of order
30. We may use an analogous argument to show that there is no subgroup of order40.

Finally we come to subgroups of order60 or 120. In the �rst case there is only A5 and in the
secondS5 itself.

The following theorem sums up our work on the transitive subgroups ofS4 and S5:

Theorem 9.2 For S4 and S5 we have

� The transitive subgroups ofS4 of order divisible by 4 are S4, A4, D8, subgroups generated
by a 4-cycle and V4.

� The (transitive) subgroups ofS5 of order divisible by5 are S5, A5, D10, subgroups generated
by a 5-cycle and subgroups isomorphic to the nonabelian semidirect product ofZ5 and Z4.

The examples ofS4 and S5 show the di�culty in determining those subgroups of Sn which
can be Galois groups of irreducible rational polynomials of degreen. Determining whether such
subgroups are actually Galois groups of an irreducible rational polynomial of degreen is another
problem. We will come back to this question presently.

In the cases we have considered, the absence of abelian groups has probably been observed.
This is not an accident, as we will soon see. We recall that if the groupG acts on the setX ,
then the stabiliser Gx of x 2 X is de�ned as

Gx = f g 2 G : g:x = xg

and the orbit Ox of x as
Ox = f g:x : g 2 Gg:

The orbit-stabilizer theorem asserts, that if G is �nite, then

jOx j =
jGj
jGx j

:

We say that the action is transitive, if for any pair x; y 2 X , there is a g 2 G such that g:x = y.
If G is a group of permutations on a setX , then there is a natural action of G on X de�ned

by
g:x = g(x);

for all g 2 G and x 2 X . We will be interested here in the case whereG � Sn and X = N n =
f 1; : : : ; ng.
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Proposition 9.5 If G � Sn is transitive and abelian, then jGj = n.

proof From the orbit-stabilizer theorem we have

jOx j =
jGj
jGx j

:

As G is transitive, the action of G on N n is transitive and so, for any x 2 N n ,

jOx j = n =) j Gj = njGx j:

We claim that jGx j = 1 . Let g 2 Gx and take a 2 N n . As G is transitive, there exists h 2 G
such that h:x = a. Hence, using the fact that G is abelian,

g:a = g:(h:x) = h:(g:x) = h:x = a:

As this equality is true for any a 2 N n , g = e, which proves our claim. We obtain jGj = n. 2

Corollary 9.1 If p is a prime number, and G is a transitive abelian subgroup ofSp, then G is
generated by ap-cycle.

proof This is a consequence of Proposition 9.5 and Lemma 9.1. 2

We now return to the question of the existence of an irreducible rational polynomial of degree
n whose Galois group is isomorphic to a given transitive subgroup ofSn . For Sn itself the answer
is always positive.

We now consider the case wheren = 4 .

� If f (X ) = � 2 + X 4, then the Galois group of f is D8. We give a proof of this in Appendix
D.

� From Theorem 7.7 we know that the Galois groupG = Gal(Q(� 5)=Q) is isomorphic to
Z �

5 , which is in turn isomorphic to C4. However, Q(� 5) is a splitting �eld of � 5(X ) =
1 + X + X 2 + X 3 + X 4, which is irreducible. Thus the Galois group of� 5 is isomorphic to
C4 and so must be generated by a4-cycle.

� For V4 we have the following argument. The splitting �eld of g(X ) = 1 + X 4 is Q(i;
p

2),
which is also the splitting �eld of h(X ) = (1 + X 2)( � 2 + X 2). However, the Galois group
of h is isomorphic to C2 � C2 (see Example 1 in the next section), so this must be the case
for g. Given that V4 is the only transitive subgroup of S4 isomorphic to C2 � C2, V4 must
be isomorphic to the Galois group ofg.

� Finally we consider A4. We will show that this group is isomorphic to the Galois group
of k(X ) = 12 + 8 X + X 4. First we notice that the discriminant �( k) = 2 1234, a square,
so the Galois groupG of k is a subgroup ofA4, by Proposition 9.1. As 4jjGj, jGj = 4 or
jGj = 12. Now we use Dedekind's Theorem. Factorizingk modulo 5, we �nd

k(X ) = (1 + X )(2 + X + 4X 2 + X 3);

hence the Galois group ofk has a permutation of the form (1; 3), i.e., an element of order
3. This means that 3jjGj and it follows that jGj = 12. Thus the Galois group of k is
isomorphic to A4.

It is also the case that, for n = 5 , n = 6 and n = 7 , all transitive subgroups of Sn are
isomorphic to the Galois group of an irreducible polynomial in Q[X ] (see [22]); however, for
n > 7, the question is open.
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9.4 Reducible polynomials

In the previous section we were concerned with irreducible polynomials. Here we aim to con-
sider reducible polynomials, in particular, products of two polynomials whose Galois groups are
known. We will begin with some examples.

Example 1 Let f (X ) = (1 + X 2)( � 2 + X 2) 2 Q[X ]. The splitting �eld of g(X ) = 1 + X 2 in C
is Q(i ). As Q(i ) is a Galois extension ofQ, we have

jGal(Q(i )=Q)j = [ Q(i ) : Q] = 2

and it follows that the Galois group of g is isomorphic to the cyclic groupC2. A similar argument
shows that the Galois group ofh(X ) = � 2 + X 2 is also isomorphic toC2. We now consider the
Galois group of f . The splitting �eld of f in C is Q(i;

p
2) and

[Q(i;
p

2) : Q] = [ Q(i;
p

2) : Q(
p

2)][Q(
p

2) : Q] = 2 :2 = 4:

Using Corollary 7.1, we see that the cardinal of the Galois groupG of f is 4, which implies that
G is isomorphic to C4 or C2 � C2. If � 2 G, then

� (i )2 = � (i 2) = � (� 1) = � 1 =) � (i ) = � i:

In the same way

� (
p

2)2 = � (
p

2
2
) = � (2) = 2 = ) � (

p
2) = �

p
2:

Hence� 2(i ) = i and � 2(
p

2) =
p

2 and it follows that � 2 = id G . This means that all elements of
G have order 1 or 2 and soG is isomorphic to C2 � C2.

Example 2 We consider the polynomial f (X ) = (1 + X + X 2)(3 + X 2) 2 Q[X ]. The splitting
�eld of g(X ) = 1 + X + X 2 is Q(j ), where j = exp( 2�i

3 ). HenceQ(j ) is a Galois extension of
Q. It follows that the cardinal of the Galois group of g is 2 and so this group is isomorphic to
C2. There is no di�culty in seeing that the Galois group of h(X ) = 3 + X 2 is also C2. What
can we say about the Galois group off ? First, the splitting �eld of f is Q(j; i

p
3). However,

j = � 1+ i
p

3
2 , and so Q(j; i

p
3) = Q(j ) = Q(

p
3), therefore the Galois group off is isomorphic

to C2.

Example 3 This time we take the polynomial f (X ) = ( � 2 + X 3)( � 5 + X 3) 2 Q[X ]. From
Theorem 9.1, the Galois groups ofg(X ) = � 2 + X 3 and h(X ) = � 5 + X 3 are both isomorphic
to S3. The splitting �eld of f is

Q( 3
p

2; j 3
p

2; j 2 3
p

2; 3
p

5; j 3
p

5; j 2 3
p

5) = Q( 3
p

2; j 3
p

2; 3
p

5; j 3
p

5) = Q( 3
p

2; j; 3
p

5):

Clearly [Q( 3
p

2; j; 3
p

5] : Q] � 27 so the Galois group off cannot be isomorphic toS3 � S3.

In the �rst example the Galois group of the product of the two polynomials is the product
of their Galois groups. In the second and third examples this is not the case. The essential
di�erence is that in the �rst example the intersection of the splitting �elds is Q, while in the
other two examples, this is not the case. In the next result we formalize this. (Beforehand it
may be useful to brie�y look at Appendix A, where semidirect and direct products are handled.)
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Theorem 9.3 Let f 2 F [X ] be separable. Suppose thatf = gh, with g; h 2 F [X ] irreducible, E
is a splitting �eld of f and K (resp. L ) a splitting �eld of g (resp. h) in E . Then

Gal(E=F ) ' Gal(K=F ) � Gal(L=F )

if and only if K \ L = F .

proof First it should be noticed that the separability of f , together with Theorem 3.8, ensures
that E is a separable extension ofF . Let us write G = Gal(E=F ), GK = Gal(E=K ) and
GL = Gal(E=L). The extensionsK and L are normal, so the Galois groupsGK and GL are
normal subgroups ofG.

As K and L are included in E , KL is included in E . On the other hand, if � is a root of f ,
then � is a root of g or h and sof splits over KL , henceE � KL . We have shown thatE = KL .
Using Corollary 6.1, we may write

[E : F ] = [ KL : F ] =
[K : F ][L : F ]
[K \ L : F ]

:

If we now suppose that the Galois group off is the direct product of the Galois groups ofg and
h, then

[E : F ] = [ K : F ][L : F ] =) [K \ L : F ] = 1 = ) K \ L = F:

We now consider the converse. Setting~G for the subgroup of G generated byGK and GL ,
we have, from Theorem 6.9,

F ( ~G) = K \ L = F =) ~G = G:

From Theorem 6.9 we know that F (GK \ GL ) = KL = E. This implies that GK \ GL = id E .
Since GK and GL are normal subgroups ofG, the elements ofGK commute with those of GL

and it follows that G = ~G = GK GL . Thus G = GK � GL and it follows that GK (resp. GL ) is
isomorphic to G=GL (resp. G=GK ). We have shown that

G ' G=GL � G=GK ' Gal(L=F ) � Gal(K=F );

from Theorem 6.6. This ends the proof. 2

Remark This result may be easily extended to the case wheref is a product of more than two
polynomials.
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Chapter 10

Norm, trace and discriminant

In this chapter we introduce some important notions which will be used later on in the text, in
particular, when we come to study in more detail number �elds.

10.1 Norm and trace

Let E be a �nite extension of a �eld F . For x 2 E, we de�ne a linear endomorphismmx of E by

mx (y) = xy;

for all y 2 E . We de�ne the norm and the trace of x, relative to the extension E of F , by

NE=F (x) = det mx and TE=F (x) = tr mx :

We also de�ne the characteristic polynomial of x. This is just the characteristic polynomial of
the endomorphismmx and we write char E=F (x) for this polynomial. To simplify the notation,
when the �elds E and F are understood, we often omit the symbolE=F . From the de�nitions,
if n = [ E : F ], then,

char E=F (x) = ( � 1)n N (x) + � � � � T(x)X n � 1 + X n :

As the coe�cients of a matrix of mx belong to F , the coe�cients of char E=F (x) belong to F .
In particular, if E is a number �eld and x 2 K , then NE= Q (x) and TE= Q (x) are rational numbers.

Example Let n be a squarefree integer andE = Q(
p

n). Then [K : Q] = 2 and (1;
p

n) is a
basis ofE over Q. If x = a + b

p
n, then

mx (1) = a + b
p

n and mx (
p

n) = a
p

n + bn;

therefore the matrix of mx in the basis (1;
p

n) is

M =
�

a bn
b a

�
:

Hence
NE= Q (x) = a2 � b2n and TE= Q (x) = 2 a:
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If n is negative anda; b2 Z, then NE= Q (x) 2 N and TE= Q (x) 2 N .

If x 2 F , then the matrix of mx in any basis is just xI n and so

N (x) = xn ; T(x) = nx and char (x) = ( � x + X )n :

Exercise 10.1 Show that the norm is multiplicative, i.e.,

N (x1x2) = N (x1)N (x2);

for all x1; x2 2 E, and that the trace is F -linear. Also, show that the mapping

B : E � E �! F : (x1; x2) 7�! T(x1x2)

is bilinear.

If x 2 F , then m(x; F ) = � x + X , so char (x) = m(x; F )n . In the next proposition we
generalize this fact.

Proposition 10.1 If r = [ E : F (x)], then

char E=F (x) = m(x; F )r :

proof First let us consider the caser = 1 . Then E = F (x). From the Cayley-Hamilton
Theorem, we know that char (mx ) = 0 , hence

(� 1)n N (x)y + � � � � T(x)xn � 1y + xn y = 0 ;

for all y 2 E . If we set y = 1 , then we see thatx is a root of char (x). Hencem(x; f )jchar (x).
Now,

n = [ E : F ] = [ F (x) : F ] = deg m(x; F )

and som(x; F ) = char (x), hence the result forr = 1 .
Now let us consider the general case. Lety1; : : : ; ys be a basis ofF (x) over F and z1; : : : ; zr

a basis ofE over F (x). The elementsyi zj , with � i � s and 1 � j � r , form a basis ofE over
F . Let A = ( akl ) be the matrix representing mx , in the basis (yi ), for the extension F (x) of F .
(Notice that A 2 M s(F ).) Then

xy i =
sX

k=1

aki yk =) x(yi zj ) =
sX

k=1

aki (yk zj ):

Now we order the basis(yi zj ) as follows:

y1z1; y2z1; : : : ; ysz1; y1z2; : : : ; ysz2; : : : ; yszr :

The matrix representing mx , in the basis (yi zj ), for the extension E of F is

B = diag(A; : : : ; A ):

(There are r blocks A.) Thus

char E=F (x) = (det( � A + XI s)) r = m(x; F )r ;

where we have used the caser = 1 in the second equality. 2

The following result provides an expression forNE=F (x) in terms of the conjugates ofx over
F .
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Corollary 10.1 Let E be a splitting �eld of the minimal polynomial m(x; F ). If n = [ E : F ],
[F (x) : F ] = d and x1; : : : ; xd are the roots of m(x; F ) in E (with repetition of roots possible),
then

NE=F (x) =

 
dY

i =1

x i

! n
d

; TE=F (x) =
n
d

dX

i =1

x i

and

char E=F (x) =

 
dY

i =1

(� x i + X )

! n
d

:

proof We have
[E : F ] = [ E : F (x)][F (x) : F ];

hence[E : F (x)] = n
d . From Proposition 10.1,

char E=F (x) = m(x; F )
n
d =

 
dY

i =1

(� x i + X )

! n
d

:

If
m(x; F ) = a0 + a1X + � � � + ad� 1X d� 1 + X d;

then
m(x; F )

n
d = a

n
d
0 + � � � +

n
d

ad� 1X n � 1 + X n :

It is clear that the constant term is a
n
d
0 ; however, the coe�cient of X n � 1 needs an explanation.

From the multinomial theorem, with ad = 1 , we have

(a0 + a1X + � � � + ad� 1X d� 1 + X d)
n
d =

X

k0 + k1 + ��� + kd = n
d

� n
d

k0; k1; : : : ; kd

� Y

0� i � d

(ai X i )k i :

To obtain the coe�cient of X n � 1, �rst we notice that

k0 + k1 + � � � + kd =
n
d

(10.1)

and
0k0 + 1k1 + 2k2 + � � � + dkd = n � 1: (10.2)

Multiplying equation (10:1) by d we obtain

dk0 + dk1 + � � � + dkd = n: (10.3)

We now subtract equation (10:2) from equation (10:3). This gives us

dk0 + ( d � 1)k1 + ( d � 2)k2 + � � � + ( d � (d � 1)) kd� 1 = 1 ;

from which we deduce that ki = 0 , for 0 � i < d � 1, and kd� 1 = 1 . To �nd kd it is su�cient to
use equation(10:3):

d + dkd = n =) kd =
n
d

� 1:

Hence, for the term with X n � 1 we have
� n

d

0; : : : 0; 1; n
d � 1

�
�
ad� 1X d� 1� 1 �

X d � n
d � 1

=
n
d

ad� 1X n � 1:
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We may now continue the proof. Sincea0 = ( � 1)d Q d
i =1 x i and (� 1)n N (x) = a

n
d
0 , we have

N (x) =
� Q d

i =1 x i

� n
d

. In a similar way, ad� 1 = �
P d

i =1 x i and � T(x) = n
d ad� 1 imply that

T(x) = n
d

P d
i =1 x i . 2

Separable extensions

Suppose now thatE is a �nite separable extension of the �eld F . If [E : F ] = n and C is
an algebraic closure ofF , then there are n F -monomorphisms� 1; : : : ; � n of E into C (Corollary
3.2). (If E is a number �eld, then it is natural to take C = A(C=Q), the �eld of algebraic
numbers, from the remark after Theorem 2.6.)

Proposition 10.2 Suppose thatE is a �nite separable extension ofF . Then, for all x 2 E ,

NE=F (x) =
nY

i =1

� i (x); TE=F (x) =
nX

i =1

� i (x)

and

char E=F (x) =
nY

i =1

(� � i (x) + X ):

proof We have
[E : F ] = [ E : F (x)][F (x) : F ]:

If [F (x) : F ] = d, then [E : F (x)] = n
d . From Corollary 3.2, we know that there are d F-

monomorphisms� 1; : : : ; � d of F (x) into C and each one of theseF -monomorphisms sendsx to a
distinct associatex i . From Theorem 3.2, each� i can be extended to anF (x)-monomorphism � j

from E into C. An F (x)-monomorphism is anF -monomorphism, thus we obtainn (= n
d � d) F -

monomorphisms� j from E into C. As [E : F ] = n, theseF -monomorphisms form the complete
set of F -monomorphisms fromE into C. Now we have

nY

i =1

� i (x) =

 
dY

i =1

� i (x)

! n
d

=

 
dY

i =1

x i

! n
d

= NE=F (x)

and
nX

i =1

� i (x) =
n
d

dX

i =1

� i (x) =
n
d

dX

i =1

x i = TE=F (x):

For the characteristic function we have

nY

i =1

(� � i (x) + X ) =

 
dY

i =1

(� � i (x) + X )

! n
d

=

 
dY

i =1

(� x i + X )

! n
d

= char E=F (x):

This �nishes the proof. 2

The proposition which we have just proved has an important corollary. If we have a tower
of �elds F � K � E , where E is a �nite extension of F , then it makes sense to speak of the
compositions NK=F � NE=K and TK=F � TE=K , becauseNE=K (x) and TE=K (x) are elements of
K , for any x 2 E.
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Corollary 10.2 (transitivity of norm and trace) If K=F and E=K , whereE is a �nite separable
extension ofF , then

NE=F = NK=F � NE=K and TE=F = TK=F � TE=K :

proof Let n = [ K : F ] and m = [ E : K ]. From Proposition 3.5, K is separable overF and
E separable overK . Let N be a normal closure ofE over F . We saw in Section 5.1 that N
may be considered as the splitting �eld of a polynomialf 2 F [X ] which is a product of minimal
polynomials m(�; F ), with � 2 E . As E is a separable extension ofF , the polynomials m(�; F )
are separable, and sof is separable. Therefore, from Corollary 3.4,N is a separable extension
of F . We have shown that N is a �nite Galois extension of F .

Let C be an algebraic closure ofN . From Corollary 3.2, there are n F -monomorphisms
� 1; : : : ; � n of K into C and m K -monomorphisms from� 1; : : : ; � m from E into C. Each one of
the monomorphisms � i and � j may be extended to a monomorphism�̂ i or �̂ j from N into C
(Theorem 3.2). Proposition 5.3 ensures thatN is normal over K , since N is normal over F .
Applying Proposition 5.2, we see that, for eachi and eachj , �̂ i (N ) = N and �̂ j (N ) = N , hence
�̂ i and �̂ j are automorphisms ofN , for each i and j . Hence we can compose the mappingŝ� i

and �̂ j .
We now use Proposition 10.2. Ifx 2 E , then

TK=F
�
TE=K (x)

�
=

nX

i =1

� i

0

@
mX

j =1

� j (x)

1

A =
nX

i =1

�̂ i

0

@
mX

j =1

�̂ j (x)

1

A =
nX

i =1

mX

j =1

�̂ i �̂ j (x):

Each mapping �̂ i �̂ j jE is an F -monomorphism ofE into C and there aremn such mappings. We
claim that for distinct pairs (i; j ) these mappings are distinct. Suppose that̂� i �̂ j = �̂ l �̂ k on
E. Then, as K � E , this is also true on K . Given that �̂ j jK = �̂ k jK = id K , and �̂ i jK = � i

and �̂ l jK = � l , we have � i = � l , i.e., i = l . Also, �̂ i = �̂ l and �̂ i is a monomorphism, hence
�̂ j (x) = �̂ k (x), and this is so for any x 2 E. It follows that � j = � k , and thus that j = k. We
have shown that the F -monomorphisms�̂ i �̂ j , restricted to E , are distinct and so form the set of
F -monomorphisms fromE into C. Hence, using Proposition 10.2 again, we have

TE=F (x) =
nX

i =1

mX

j =1

�̂ i �̂ j (x) = TK=F (TE=K (x)) ;

for all x 2 E .
For the norm we proceed in an analogous way:

NE=F (x) =
nY

i =1

mY

j =1

�̂ i �̂ j (x) =
nY

i =1

�̂ i

0

@
mY

j =1

�̂ j (x)

1

A = NK=F
�
NE=K (x)

�
:

This ends the proof. 2

Remark Corollary 10.1 supposes thatE is a splitting �eld of the minimal polynomial of x over
F . Using Corollary 10.2 we may show that Corollary 10.1 is true if the �eld E only contains
a splitting �eld K of the minimal polynomial (providing that E is a separable extension ofF ).
Indeed, we have the tower of �eldsF � K � E and NE=F (x) = NK=F � NE=K (x). As x 2 K , we
have NE=K (x) = x [E :K ]. Thus

NE=F (x) =
�
NK=F (x)

� [E :K ]
=

 
dY

i =1

x i

! [K :F ]
d [E :K ]

=

 
dY

i =1

x i

! [E :F ]
d

:
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For the trace the calculation is analogous.

We now suppose thatE=F is not only separable but also normal, i.e.,E is a Galois extension
of F .

Corollary 10.3 If E is a �nite Galois extension of the �eld F , then for all x 2 E

NE=F (x) =
Y

� 2 Gal (E=F )

� (x) and TE=F (x) =
X

� 2 Gal (E=F )

� (x):

proof As E is a �nite separable extensionF , there aren = [ E : F ] F -monomorphisms� 1; : : : ; � n

of E into an algebraic closureC of F . However, E is a normal extension ofF and C an alge-
braic closure of F , with C=E, therefore � i (E ) = E, for i = 1 ; : : : ; n (Proposition 5.2) and so
� 1; : : : ; � n 2 Gal(E=F ). As the cardinality of Gal(E=F ) is n, the � i form the Galois group. The
result now follows from Proposition 10.2. 2

We conclude this section with a result concerning the bilinear formB de�ned in Exercise
10.1:

B : E � E �! F : (x1; x2) 7�! TE=F (x1x2):

Corollary 10.4 If E is a �nite separable extension ofF , then the bilinear form B is nondegen-
erate.

proof Suppose thatB is degenerate, then there exists a nonzerox1 2 E such that T(x1x2) = 0 ,
for all x2 2 E. If x 2 E , then there existsx2 2 E such that x1x2 = x, soT(x) = 0 , for all x 2 E .
However, this means that

P n
i =1 � i (x) = 0 , for all x 2 E , which contradicts Dedekind's lemma

(Theorem 8.1). ThereforeB is nondegenerate. 2

10.2 Discriminant of a polynomial

In Section 8.5 we introduced the discriminant of a polynomial. Also, we de�ned the resultant of
two polynomials and stated an important relation between these two concepts. Our aim in this
section is to study these concepts in more detail. In order to make the reading easier, we regive
the de�nitions.

Resultants

We �x m; n 2 N � . Let F be a �eld, f 2 Fm [X ], with coe�cients a0; : : : ; am and g 2 Fn [X ], with
coe�cients b0; : : : ; bn . We de�ne the square n + m Sylvester matrix Sm;n (f; g ) (or S(f; g )), if m
and n are understood) as follows:

Sm;n (f; g ) =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

am am � 1 am � 2 : : : 0 0 0
0 am am � 1 : : : 0 0 0
...

...
...

0 0 0 : : : a1 a0 0
0 0 0 : : : a2 a1 a0

bn bn � 1 bn � 2 : : : 0 0 0
0 bn bn � 1 : : : 0 0 0
...

...
...

0 0 0 : : : b1 b0 0
0 0 0 : : : b2 b1 b0

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
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We obtain Sm;n (f; g ) by shifting the line vector of the coe�cients of f successively to the right
by 0; 1; : : : ; n � 1 steps and the vector line of the coe�cients of g successively to the right by
0; 1; : : : ; m � 1 steps and then �lling in the remaining places with 0.

Remark If 0 � degf = k < m , then we haveam = am � 1 = � � � = ak+1 = 0 and if f = 0 , then
ai = 0 , for all i . We have an analogous situation ifdegg 6= n.

Here is an example. With m = 3 an n = 2 , we have

Sm;n (f; g ) =

2

6
6
6
6
4

a3 a2 a1 a0 0
0 a3 a2 a1 a0

b2 b1 b0 0 0
0 b2 b1 b0 0
0 0 b2 b1 b0

3

7
7
7
7
5

The resultant of f and g, which we note Rm;n (f; g ), (or R(f; g ), if m and n are understood) is
the determinant jSm;n (f; g )j. Clearly,

Rn;m (g; f ) = ( � 1)mn Rm;n (f; g ): (10.4)

Remark We may consider theai and bj as variables. In this way we obtain a mapping from
F m +1 � F n +1 into F , which is mn-homogeneous.

Proposition 10.3 Let f 2 Fm [X ] et g 2 Fn [X ]. If m � n and h 2 Fm � n [X ], then

R(f + hg; g) = R(f; g ):

In the same way, if m � n and h 2 Fn � m [X ], then

R(f; g + hf ) = R(f; g ):

proof Let us begin with the casem � n. If h(X ) = c is a constant polynomial, then the
coe�cients of f + hg are

am ; am � 1; : : : ; an + cbn ; an � 1 + cbn � 1; : : : ; a0 + cb0; 0; : : : ; 0:

From this, we see that the �rst line of S(f + hg; g) is the �rst line of S(f; g ) plus c multiplied
by a line in the bloc of the bj . This also applies to the lines2; : : : n, so in this case we have
R(f + hg; g) = R(f; g ).

Now suppose thath = cX . Then the coe�cients of f + hg are

am ; am � 1; : : : ; an +1 + cbn ; an + cbn � 1; : : : ; a1 + cb0; a0; 0 : : : ; 0:

Again the �rst line S(f + hg; g) is the �rst line of S(f; g ) plus c multiplied by a line in the bloc of
the bj . This also applies to the lines2; : : : n, so in this case too we haveR(f + hg; g) = R(f; g ).

If h = c0 + c1X , then

R(f + hg; g) = R(f + ( c0 + c1X )g; g) = R(( f + c0g) + c1Xg; g) = R(f + c0g; g) = R(f; g ):

Continuing in the same way, we obtain the �rst result. The second result is obtained in an
analogous way. 2

In the next proposition we consider the case wheredegg < n or degf < m . This result is
useful in proving the fundamental theorem which follows.
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Proposition 10.4 Let f 2 Fm [X ] and g 2 Fn [X ]. If 0 � degg = k � m = deg f , then

Rm;n (f; g ) = an � k
m Rm;k (f; g ): (10.5)

If, on the other hand, 0 � degf = k � n = deg g, then

Rm;n (f; g ) = ( � 1)(m � k )n bm � k
n Rk;n (f; g ): (10.6)

proof Let us look at the �rst equation. If k = n, then there is nothing to prove, so let us
suppose thatk < n . Then bn = 0 and the only nonzero element in the �rst column of the matrix
Sm;n (f; g ) is am . The submatrix obtained by eliminating the �rst line and the �rst column
Sm;n (f; g ) is Sm;n � 1(f; g ). If we continue the process, then we �nally obtain the �rst formula.

Now we look at the second formula. Using the formulas(10:4) and (10:5) we have

Rm;n (f; g ) = ( � 1)mn Rm;n (g; f )

= ( � 1)mn bm � k
n Rn;k (g; f )

= ( � 1)mn bm � k
n (� 1)nk Rk;n (f; g )

= ( � 1)(m � k )n bm � k
n Rk;n (f; g ):

This ends the proof. 2

We now turn to one of the most important results of this section. We will see that there is a
relation between the roots of the polynomialsf and g in a splitting �eld and the resultant.

Theorem 10.1 Let f 2 Fm [X ] and g 2 Fn [X ]. If degf = m, then

Rm;n (f; g ) = an
m

mY

i =1

g(� i );

where the� i are the roots of f in some splitting �eld of f . On the other hand, if degg = n, then

Rm;n (f; g ) = ( � 1)mn bm
n

nY

j =1

f (� j );

where the� i are the roots of g in some splitting �eld of g.

proof We begin with the �rst formula and suppose that n � m and that f has the roots
� 1; : : : ; � m in some splitting �eld. We will use an induction on s = deg g. If s = 0 , then the
matrix Sm;n (f; g ) is upper triangular and on the diagonal we haveam n times and b0 m times,
therefore

Rm;n (f; g ) = an
m bn

0 = an
m

mY

i =1

g(� i );

so the result is true for s = 0 .
Now suppose that0 < s � n and the result is true up to s � 1. Dividing g by f we obtain

g = fq + r;

with degr < degf = m. Then

degq = deg fq � degf = deg(g � r ) � m � n � m:
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From Proposition 10.3 we have

Rm;n (f; g ) = Rm;n (f; g � fq ) = Rm;n (f; r ):

We set degr = k < s and use Proposition 10.4 and the induction hypothesis.

Case 1: r 6= 0

Rm;n (f; r ) = an � k
m Rm;k (f; r )

= an � k
m ak

m

mY

i =1

r (� i )

= an
m

mY

i =1

g(� i );

and so the result is true for s.

Case 2: r = 0

In this case the lastm lines of the matrix Sm;n (f; r ) are composed of zeros, henceRm;n (f; r ) = 0 .
In addition, for any root � i of f , we haveg(� i ) = q(� i )f (� i ) = 0 , which implies that � i is also
a root of g. This implies that the expression

Q m
i =1 g(� i ) vanishes, so in this case also we have

equality. Thus the result is true for s.

In both cases, the result is true fors, so by induction, the result is true for all s � n.

Now let us suppose thatm > n . Then g 2 Fm [X ] and, using Proposition 10.4, we have

Rm;m (f; g ) = am � n
m Rm;n (f; g ):

In addition, from what we have seen above,

Rm;m (f; g ) = am
m

mY

i =1

g(� i ):

Therefore,

am � n
m Rm;n (f; g ) = am

m

mY

i =1

g(� i ) =) Rm;n (f; g ) = an
m

mY

i =1

g(� i ):

Hence, form > n also the formula holds.

We now consider the second part of the theorem. We suppose thatg has the roots� 1; : : : ; � n

in some splitting �eld. Then,

Rm;n (f; g ) = ( � 1)mn Rn;m (g; f )

= ( � 1)mn bm
n

nY

j =1

f (� j );

where we have used the �rst part of the theorem. 2
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Corollary 10.5 If degf = m, degg = n and, in a splitting �eld of f and g, the roots of f (resp.
g) are � 1; : : : � m (resp. � 1; : : : ; � n ), then

Rm;n (f; g ) = an
m bm

n

mY

i =1

nY

j =1

(� i � � j ):

proof It is su�cient to notice that

g(X ) = bn (X � � 1) � � � (X � � n )

and then apply the �rst part of the theorem. 2

Discriminants

Let f (X ) =
P m

i =0 ai X i a polynomial with coe�cients in a �eld F . We suppose that the degree
m of f is greater than 1 and that f has the roots � 1; : : : ; � m in some splitting �eld E . The
discriminant of f is de�ned by

�( f ) = a2m � 2
m

Y

1� i<j � m

(� i � � j )2:

We will see in the theorem which follows that this de�nition is unambiguous: it does not depend
on the splitting �eld chosen.

It is useful to notice that �( f ) belongs toF . Indeed, the multivariate polynomial
A = a2m � 2

m
Q

1� i<j � m (X i � X j )2 is a symmetric polynomial in F [X 1; : : : ; X n ]. Consequently,
from Corollary B.1, �( f ) 2 F . Using the same corollary, we may also say that, iff 2 R[X ],
where R is an integral domain, then �( f ) 2 R.

In Section 8.5 we stated the following result linking the discriminant of a polynomial and the
resultant of the polynomial and its derivative. Here we prove this result. it.

Theorem 10.2 If char F = 0 or char F = p > 0 and p 6 jm, where degf = m, then

�( f ) = ( � 1)m (m � 1)=2a� 1
m Rm;m � 1(f; f 0):

proof We have

f (X ) = am

mY

i =1

(X � � i ) =) f 0(� i ) = am

Y

j 6= i

(� i � � j ):

Hence,

Rm;m � 1(f; f 0) = am � 1
m

mY

i =1

f 0(� i )

= a2m � 1
m

mY

i =1

Y

j 6= i

(� i � � j )

= a2m � 1
m

Y

1� i<j � m

(� i � � j )( � j � � i )

= a2m � 1
m (� 1)m (m � 1)=2

Y

1� i<j � m

(� i � � j )2

= ( � 1)m (m � 1)=2am �( f )
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and the result follows. 2

If char F = p > 0 and pjm, then degf 0 = k < m � 1. In this case, if k 6= �1 , then

Rm;m � 1(f; f 0) = am � 1� k
m Rm;k (f; f 0)

and
�( f ) = ( � 1)m (m � 1)=2am � k � 2

m Rm;k (f; f 0):

Remark The polynomial f has a multiple root if and only if �( f ) = 0 . From the formulas here,
we see that we are able to determine the existence of a multiple root only taking into account
the coe�cients of f . We should also notice that the formulas show that the discriminant belongs
to the �eld F .

Example 1: �( b+ aX + X n )

Our aim in this section is to determine a formula for the discriminant of the polynomial f (X ) =
a + bX + X n 2 F [X ]. We will suppose that E is a �eld containing F and the roots of f .

Lemma 10.1 If f 2 F [X ] is monic and � 0 2 E, then

�
�
(� � 0 + X )f (X )

�
= f (� 0)2�( f (X )) :

proof Let � 1; : : : ; � n be the roots off in C. Then the roots of (� � 0 + X )f (X ) are � 0; � 1; : : : ; � n

and

�
�
(� � 0 + X )f (X )

�
=

Y

0� i<j � n

(� i � � j )2

=
Y

1� j � n

(� 0 � � j )2
Y

1� i<j � n

(� i � � j )2

= f (� 0)2�( f (X )) :

This ends the proof. 2

We need a second preliminary result.

Lemma 10.2 If f (X ) = c + X n 2 F [X ], then

�( f ) = ( � 1)
n ( n � 1)

2 nn cn � 1:

proof Let � 1; : : : ; � n be the roots of f in E . Then

� 1 � � � � n = ( � 1)n c: (10.7)

Also,

f (X ) =
nY

i =1

(� � i + X ) =) f 0(X ) =
nX

i =1

Y

j 6= i

(� � j + X ) =) f 0(� i ) =
Y

j 6= i

(� � j + � i ):

It now follows that

(� 1)
n ( n � 1)

2 �( f ) =
nY

i =1

f 0(� i ) =
nY

i =1

n� n � 1
i
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and, using the identity (10.7), we obtain

(� 1)
n ( n � 1)

2 �( f ) = nn (� 1 � � � � n )n � 1 = nn (� 1)n (n � 1) cn � 1 = nn cn � 1;

hence the result. 2

We are now in a position to consider the polynomialf (X ) = b + aX + X n 2 F [X ]. The
following theorem provides a formula for the discriminant of f involving only its coe�cients.

Theorem 10.3 For the polynomial f (X ) = b + aX + X n 2 F [X ], with n � 2, we have the
formula

�( f ) = ( � 1)
( n � 1)( n � 2)

2 (n � 1)n � 1an + ( � 1)
n ( n � 1)

2 nn bn � 1:

proof For the the case wherea = 0 we may use Lemma 10.2, so we may suppose thata 6= 0 .
We begin with the case whereb = 0 . Then, using Lemmas 10.1 and 10.2, we have

�( f ) = � X (a + X n � 1)

= a2�( a + X n � 1)

= a2(� 1)
( n � 1)( n � 2)

2 (n � 1)n � 1an � 2

= ( � 1)
( n � 1)( n � 2)

2 (n � 1)n � 1an

= ( � 1)
( n � 1)( n � 2)

2 (n � 1)n � 1an + ( � 1)
n ( n � 1)

2 nn bn ;

becauseb = 0 .
Now we turn to the case whereb 6= 0 . The calculations are much longer. If � 1; : : : ; � n are

the roots of f , then, for all i ,

b+ a� i + � n
i = 0 and � 1 � � � � n = ( � 1)n b: (10.8)

As b 6= 0 , none of the roots � i vanish. Now, proceeding as in the proof of Lemma 10.2, and
setting A = ( � 1)

n ( n � 1)
2 �( f ), we have

A =
nY

i =1

f 0(� i ) =
nY

i =1

(a + n� n � 1
i ) =

nY

i =1

a� i + n� n
i

� i
:
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Using the expressions (10.8), we continue:

A =
(� 1)n

b

nY

i =1

(a� i + n� n
i )

=
(� 1)n

b

nY

i =1

(a� i + n(� b� a� i ))

=
(� 1)n

b

nY

i =1

(� bn � a(n � 1)� i )

=
(� 1)n

b

nY

i =1

�
(�

bn
a(n � 1)

� � i )a(n � 1)
�

=
(� 1)n

b
an (n � 1)n

nY

i =1

�
�

bn
a(n � 1)

� � i

�

=
(� 1)n

b
an (n � 1)n f (�

bn
a(n � 1)

)

=
(� 1)n

b
an (n � 1)n

�
b+ a

�
�

bn
a(n � 1)

�
+

�
�

bn
a(n � 1)

� n �

We now simplify the expression on the right-hand side:

A =
(� 1)n

b

�
(� 1)n bn nn � an bn(n � 1)(n � 1) + an b(n � 1)n

�

= ( � 1)n �
(� 1)n bn � 1nn � an n(n � 1)n � 1 + an (n � 1)n �

= ( � 1)n �
(� 1)n bn � 1nn � an (n � 1)n � 1�

= bn � 1nn � (� 1)n (n � 1)n � 1an

= ( � 1)n � 1(n � 1)n � 1an + nn bn � 1

= ( � 1)1� n (n � 1)n � 1an + nn bn � 1

Multiplying through by (� 1)
n ( n � 1)

2 , we obtain the desired result. 2

Applications We have

� for n = 2 , �( f ) = a2 � 4b;

� for n = 3 , �( f ) = � 4a3 � 27b2;

� for n = 4 , �( f ) = � 27a4 + 256b3.

Example 2: �(� p)

Proposition 10.5 If p is an odd prime, then

�(� p) = ( � 1)
p � 1

2 pp� 2:

proof Let � be a primitive pth root of unity. Then

� 1 + X p = ( � 1 + X )� p(X ) =) pX p� 1 = � p(X ) + ( � 1 + X )� 0
p(X ):
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Substituting � i for X , since � p(� i ) = 0 , we obtain

p� 1Y

i =1

� 0
p(� i ) =

p� 1Y

i =1

p� i (p� 1)

(� 1 + � i )

=
pp� 1

Q p� 1
i =1 (� 1 + � i )

=
pp� 1

(� 1)p� 1� p(1)
= pp� 2:

(The second equality follows from the relations
P p� 1

i =1 i = p(p� 1)
2 and � p = 1 and the third from

the identity � p(X ) = 1 + X + � � � + X p� 1.)
Also,

� p(X ) =
p� 1Y

i =1

(� � i + X ) =) � 0
p(X ) =

p� 1X

i =1

Y

j 6= i

(� � j + X )

=) � 0
p(� i ) =

Y

j 6= i

(� � j + � i )

=)
p� 1Y

i =1

� 0
p(� i ) =

p� 1Y

i =1

Y

j 6= i

(� � j + � i ) =
Y

j 6= i

(� � j + � i ):

Therefore,

�(� p) =
Y

j<i

(� j � � i )2 = ( � 1)
( p � 2)( p � 1)

2

Y

j 6= i

(� j � � i ) = ( � 1)
p � 1

2 pp� 2:

This ends the proof. 2

10.3 General discriminants

We have seen the notion of the discriminant of a polynomial. Here we extend this notion, al-
though at �rst it will not be clear how the new concept is actually an extension of the previous
one. This we will see later.

Let E be a �nite separable extension of degreen of a �eld F . We note � 1; : : : ; � n the n
F -monomorphisms ofE into an algebraic closureC of E and we take n elements� 1; : : : ; � n in
E . We de�ne the discriminant of the set � 1; : : : ; � n by

discE=F (� 1; : : : ; � n ) = j� i (� j )j2;

i.e., the square of the determinant of the matrix S = ( � i (� j )) . As we take the square of the
determinant, the order of the � i and � j do not have an e�ect on the value of the discriminant.
We will also see that the discriminant does not depend on the algebraic closure we use, hence
we are justi�ed in speaking of the discriminant.

Exercise 10.2 Show that
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� discE=F (x� 1; : : : ; � n ) = x2discE=F (� 1; : : : ; � n ), for any x 2 F ;

� If � is a linear combination of � 2; : : : ; � n , with coe�cients in F , then
discE=F (� 1 + �; � 2; : : : ; � n ) = discE=F (� 1; : : : ; � n ).

The next result is useful as we will see later on.

Proposition 10.6 Suppose thatU = f u1; : : : ; un g and V = f v1; : : : ; vn g are sets of vectors in
E such that ui =

P n
j =1 aij vj , with aij 2 F . Then

discE=F (u1; : : : ; un ) = (det( aij ))2discE=F (v1; : : : ; vn ):

proof By de�nition
discE=F (u1; : : : ; un ) = (det( � i (uj ))) 2 ;

where the � i are the n F -monomorphisms ofE into an algebraic closure ofE . Now

� i (uj ) = � i (
nX

k=1

ajk vk ) =
nX

k=1

ajk � i (vk ):

We de�ne the matrices X = ( � i (uj )) , A = ( ai j ) and Y = ( � i (vj )) . Then X = Y At and so
(det(X ))2 = (det( Y At ))2, i.e.,

discE=F (u1; : : : ; un ) = (det( aij ))2discE=F (v1; : : : ; vn );

as required. 2

The next result will enable us to show that the discriminant is indeed independant of the
algebraic closure ofE chosen.

Proposition 10.7 We have

discE=F (� 1; : : : ; � n ) = jTE=F (� i � j )j;

where jTE=F (� i � j )j is the determinant of the matrix T = ( TE=F (� i � j )) .

proof As above let us setS = ( � i (� j )) . Then

St S =

 
nX

k=1

� k (� i � j )

!

=
�
TE=F (� i � j )

�
;

hence
jSj2 = jTE=F (� i � j )j:

This ends the proof. 2

Remark From the proposition we see that discE=F (� 1; : : : ; � n ) is independant of the algebraic
closure chosen. Also, asTE=F (� i � j ) 2 F , for 1 � i; j � n, we have discE=F (� 1; : : : ; � n ) 2 F .

The discriminant can help us to determine whethern elements in an extension of degreen
form a basis of the extension.
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Proposition 10.8 The elements� 1; : : : ; � n form a basis ofE over F if only if their discriminant
does not vanish.

proof Let
P n

j =1 cj � j = 0 , where the cj 2 F and at least onecj 6= 0 . Then, for 1 � i � n,
P n

j =1 cj � i (� j ) = 0 . This implies that the columns of the matrix S = ( � i (� j )) are dependant. It
follows that discE=F (� 1; : : : ; � n ) = 0 .

Now suppose that the� i are independant and so form a basis ofE over F . If
discE=F (� 1; : : : ; � n ) = 0 , then the rows of the matrix S are dependant, hence there exist elements
c1; : : : ; cn 2 F , with at least one cj 6= 0 , such that

P n
i =1 ci � i (� j ) = 0 , for 1 � j � n. As the � j

form a basis ofE over F , we have
P n

i =1 ci � i (u) = 0 , for all u 2 E ; therefore the monomorphisms
� i are dependant. However, this contradicts Corollary 8.1. Hence discE=F (� 1; : : : ; � n ) 6= 0 . 2

In Section 8.5 we de�ned the discriminant of a polynomial. There is a relation between this
notion and the notion of discriminant which we have de�ned here.

Proposition 10.9 Let E be a �nite separable extension of a �eldF ; then there exists� 2 E
such that E = F (� ) (Proposition 3.4). If m = m(�; F ) and degm = n, then the elements
1; �; : : : ; � n � 1 form a basis ofE over F . We have

discE=F (1; �; : : : ; � n � 1) = �( m) = ( � 1)
n ( n � 1)

2 NE=F
�
m0(� )

�
:

proof Let C be an algebraic closure ofE and � 1; : : : ; � n the n F -monomorphisms fromE into
C. SinceE = F (� ), each� i is determined � i (� ). Moreover, � is a root of m 2 F [X ], so � i (� ) is
also a root ofm. If � = � 1; � 2; : : : ; � n are the roots ofm, then we may suppose, without loss of
generality, that � i (� ) = � i . Consequently,� i (� j ) = � j

i and discE=F (1; �; : : : ; � n � 1) is the square
of the determinant of the matrix

S =

0

B
B
B
@

1 � 1 � 2
1 : : : � n � 1

1
1 � 2 � 2

2 : : : � n � 1
2

...
...

...
...

1 � n � 2
n : : : � n � 1

n

1

C
C
C
A

However, S is a Vandermonde matrix, therefore

jSj2 =
Y

i<j

(� i � � j )2 = �( m):

Moreover, Y

i<j

(� i � � j )2 = ( � 1)
n ( n � 1)

2

Y

i 6= j

(� i � � j )

and, from Proposition 10.2,

NE=F
�
m0(� )

�
=

nY

i =1

� i
�
m0(� )

�
:

Now, � i
�
m0(� )

�
= m0

�
� i (� )

�
, becausem 2 F [X ], thus

NE=F
�
m0(� )

�
=

nY

i =1

m0� � i (� )
�

=
nY

i =1

m0(� i ):
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Finally, as m(X ) =
Q n

i =1 (� � i + X ), we have

m0(� i ) =
Y

j 6= i

(� � j + � i )

and so

NE=F
�
m0(� )

�
=

nY

i =1

Y

j 6= i

(� � j + � i )

=
Y

j 6= i

(� � j + � i )

= ( � 1)
n ( n � 1)

2

Y

i<j

(� i � � j )2;

which implies that
�( m) = ( � 1)

n ( n � 1)
2 NE=F

�
m0(� )

�
:

This ends the proof. 2

Remark From Proposition 10.9 and the calculation of the discriminant of the pth cyclotomic
polynomial � p for p an odd prime (Proposition 10.5), we obtain

discQ (� )=Q (1; �; : : : ; � p� 2) = ( � 1)
p � 1

2 pp� 2;

where � is a primitive pth root of unity, because � p is the minimal polynomial of � over Q.

We now use the previous proposition and the notion of norm and trace to calculate the
discriminant of the pr th cyclotomic polynomial, where r 2 N � .

Corollary 10.6 We have
�(� pr ) = ( � 1)cppr � 1 ( r (p� 1) � 1) ;

where c = � (pr )
2 , if p is odd or r > 1, and c = 0 otherwise. (� is the Euler function.)

proof Let � be a primitive pr th root of unity. Setting n = � (pr ) = pr � 1(p� 1), from Proposition
10.9

�(� pr ) = discQ (� )=Q (1; �; : : : ; � n � 1) = ( � 1)
n ( n � 1)

2 NQ (� )=Q
�
� 0

pr (� )
�
:

We now calculate the norm. First, using Exercise 7.4, we have

� pr (X ) = � p(X pr � 1
) =

X pr
� 1

X pr � 1 � 1
=) � 0

pr (� ) =
pr � pr � 1(� pr � 1

� 1)
(� pr � 1 � 1)2

;

because� pr
� 1 = 0. Hence,

� 0
pr (� ) =

pr � pr � 1

� pr � 1 � 1
:

To calculate NQ (� )=Q
�
� 0

pr (� )
�

we use the multipliplicity of the norm. To begin, we determine
NQ (� )=Q (� pr � 1). This norm is the product of all the primitive pr th roots of unity (Corollary
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10.1), i.e., (� 1)n times the constant term of � pr . However, � pr (X ) = � p(X pr � 1
) (Exercise 7.4)

and � p(X ) = 1 + � � � + X p� 1, hence

NQ (� )=Q (� pr � 1) = ( � 1)n :

Let us now calculateNQ (� )=Q (� pr � 1
� 1). To do so we initially notice that � pr � 1

is a primitive

pth root of unity. ( � pr � 1
is clearly a pth root of unity; if (� pr � 1

)k = 1 , with k < p , then there is
a power u of � less that pr such that pu = 1 , which is impossible, so� pr � 1

is a primitive pth root
of unity.) Let � be a primitive pth root of unity. We apply Corollary 10.3 to the tower of �elds
Q � Q(� ) � Q(� ) to obtain

NQ (� )=Q (� pr � 1
� 1) = NQ (� )=Q � NQ (� )=Q ( � ) (�

pr � 1
� 1):

Moreover,
NQ (� )=Q ( � ) (�

pr � 1
� 1) = ( � pr � 1

� 1)pr � 1
;

since � pr � 1
� 1 2 Q(� ) and

[Q(� ) : Q(� )] =
[Q(� ) : Q]
[Q(� ) : Q]

=
� (pr )
� (p)

= pr � 1:

Hence, we have to consider

NQ (� )=Q
�
(� pr � 1

� 1)pr � 1 �
=

�
NQ (� )=Q (� pr � 1

� 1)
� pr � 1

:

Since � pr � 1
is a primitive pth root of unity, its minimal polynomial over Q is � p. The minimal

polynomial of � pr � 1
� 1 over Q is � p(1 � X ), which has the splitting �eld Q(� ). Therefore, from

Corollary 10.1,

NQ (� )=Q (� pr � 1
� 1) =

p� 1Y

i =1

(� i � 1) = ( � 1)p� 1� p(1) = ( � 1)p� 1p

and
NQ (� )=Q (� pr � 1

� 1) =
�
(� 1)p� 1p

� pp � 1

= ( � 1)(p� 1)pr � 1
ppr � 1

:

To conclude

NQ (� )=Q
�
� 0

pr (� )
�

=
prn NQ (� )=Q (� pr � 1)

NQ (� )=Q (� pr � 1 � 1)
=

prn (� 1)n

(� 1)n ppr � 1 = ppr � 1 ( r (p� 1) � 1) :

If p is odd or r > 1, then n = � (pr ) is even and the parity of n (n � 1)
2 is that of n

2 . On the other

hand, if p is even andr = 1 , then n = � (2) = 1 , so (� 1)
n ( n � 1)

2 = 1 . This �nishes the proof. 2

Further on we will generalize this result, i.e., we will determine�(� n ), for any n 2 N � .
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Part II

Algebraic Number Theory
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Chapter 11

Number �elds

In our previous work we have already seen number �elds, namely �nite extensions of the rational
numbers Q. In this chapter we will look into these �elds in more detail. In particular, we will
study a natural subring occurring in such �elds, namely that composed of algebraic integers.

11.1 Algebraic integers

We recall that an algebraic number is an element� 2 C for which there is a polynomial f 2 Z[X ],
such that f (� ) = 0 . The algebraic numbers form an extension of the �eldQ. We say that � 2 C
is an algebraic integerif there is a monic polynomial f 2 Z[X ], such that f (� ) = 0 . An algebraic
integer is an algebraic number, but the converse is not necessarily true; for example, as we will
soon see, a rational number is an algebraic integer only if it is an integer.

Lemma 11.1 Let f 2 Z[X ] and f = gh, with g; h 2 Q[X ]. If f and g are monic, then
g; h 2 Z[X ].

proof Let m (resp. n) be the smallest positive integer such thatmg (resp. nh) belongs toZ[X ].
Since g and h are monic, we claim that the contents c(mg) and c(nh) have both the value 1.
(We recall that the content of a polynomial in Z[X ] is the hcf of its coe�cients.) If c(mg) 6= 1 ,
then the coe�cients of mg have a common divisord > 1, such that djm, sinceg is monic. If we
set m0 = m

d < m , then m0g 2 Z[X ], a contradiction, since m0 is a positive integer. A similar
argument applies to c(nh). We claim that this in turn implies that m = n = 1 : If m > 1 or
n > 1, then mn > 1; for p a prime divisor of mn, we have

mnf = ( mg)(nh) =) �0 = �mg �nh;

where the bars indicate the reductions modulop. As Zp[X ] is an integral domain, becauseZp is
a �eld, �mg = �0 or �nh = �0, which implies that p divides the coe�cients of mg or the coe�cients of
nh. However, this is impossible, becausec(mg) = c(nh) = 1 . Therefore m = n = 1 , as claimed.
This implies that g; h 2 Z[X ]. 2

Theorem 11.1 If � 2 C is an algebraic integer, then there is a monic polynomialf 2 Z[X ]
such that f (� ) = 0 . If f is of minimal degree, thenf is irreducible in Q[X ].

proof If f is reducible in Q[X ], then there are nonconstant polynomialsg; h 2 Q[X ] such that
f = gh. We may suppose thatg and h are monic. From Lemma 11.1, we haveg; h 2 Z[X ]. In
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addition, g(� ) = 0 or h(� ) = 0 . However, degg < degf and degh < degf and so we have a
contradiction to the minimality of f . Thus f is irreducible. 2

From this result we obtain an important corollary.

Corollary 11.1 If � 2 C is an algebraic integer, then the polynomialm = m(�; Q) lies in Z[X ].

proof Let f be a monic polynomial in Z[X ] of minimal degree such that f (� ) = 0 . Then f is
irreducible in Q[X ] and mjf . It follows that m = f . 2

Exercise 11.1 Show that if E is a number �eld and x 2 E is an algebraic integer, thenNE= Q (x)
and TE= Q (x) are integers.

We now consider the algebraic integers inQ.

Theorem 11.2 The number � 2 Q is an algebraic integer if and only if � is an integer.

proof If � 2 Z, then f (X ) = � � + X 2 Z[X ] and f is monic. Clearly f (� ) = 0 , so � is an
algebraic integer. Now suppose that� 2 Q is algebraic. If m = m(�; Q), then m 2 Z[X ] and
m(� ) = 0 . As � is a root of m, g(X ) = � � + X divides m. Now, m is irreducible and sog = m;
it follows that m 2 Z[X ], which implies that � 2 Z. 2

We will now establish criteria permitting us to decide whether a complex number is an
algebraic integer. This will enable us to show that the collection of algebraic integers, which we
will note O, is a subring of the �eld of algebraic numbers.

Theorem 11.3 The following conditions are equivalent:

� a. � is an algebraic integer;

� b. The additive group of the ringZ[� ] is �nitely generated;

� c. � belongs to a subringR of C whose additive group is �nitely generated;

� d. There is a �nitely generated subgroupG 6= f 0g of the additive group of C such that
�G � G.

proof a: =) b: If � is a root of a monic polynomial f 2 Z[X ] and degf = n, then the additive
group of Z[� ] is generated by the elements1; �; : : : ; � n � 1.

b: =) c: =) d: These implications are elementary.
d: =) a: Suppose that a1; : : : ; an generateG. Then each term �a i can be expressed as a

linear combination of the ai with coe�cients in Z. Therefore there is a matrix M 2 M n (Z) such
that 0

B
@

�a 1
...

�a n

1

C
A = M

0

B
@

a1
...

an

1

C
A =) (�I n � M )

0

B
@

a1
...

an

1

C
A = 0 :

As all the ai are nonzero,det(�I � M ) = 0 . However, this determinant can be written :

� n + cn � 1� n � 1 + � � � + c1� + c0 = 0 ;

with c1 2 Z. Hence we have a monic polynomialf 2 Z[X ] such that f (� ) = 0 . 2

We may now show that the subsetO of C composed of algebraic integers is a ring.
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Corollary 11.2 The subsetO of C is a ring.

proof It is su�cient to show that � + � and �� are in O, when � and � are in O. Let m, n
be the degrees of the minimal polynomials of� , � . Then 1; �; : : : ; � m � 1 is a generating set of
the additive group of Z[� ] and 1; �; : : : ; � n � 1 a generating set of the additive group ofZ[� ]. The
elements � i � j , for 0 � i � m and 0 � j � n, form a generating set of the additive group of
the ring Z[�; � ]. As Z[� + � ] is a subring of Z[�; � ], from 11.3 c., � + � is algebraic. A similar
argument shows that �� is also algebraic. 2

We may generalize the notion of algebraic integer. IfR is a commutative ring and S a subring,
then we say that � 2 R is integral over S if there is a monic polynomial f 2 S[X ] such that
f (� ) = 0 . With Theorem 11.3 as model we may establish criteria allowing us to decide whether
an element ofR is integral over S.

Theorem 11.4 If S is a subring of the commutative ringR, then the following conditions are
equivalent for an element� 2 R:

� a. � is integral;

� b. The S-module S[� ] is �nitely generated;

� c. � belongs to a subringU of R containing S which is a �nitely generated S-module;

� d. There is a nonzero �nitely generated S-module N in R such that �N � N .

proof a: =) b: If � is a root of a monic polynomial f 2 S[X ] and degf = n, then � n and
all higher powers of � can be expressed as linear combinations (with coe�cients inS) of lower
powers of� . HenceS[� ] is generated by the elements1; �; : : : ; � n � 1.

b: =) c: =) d: These implications are elementary.
d: =) a: Suppose that a1; : : : ; an generateN . Then each term �a i can be expressed as a

linear combination of the ai with coe�cients in S. Therefore there is a matrix M 2 M n (S) such
that 0

B
@

�a 1
...

�a n

1

C
A = M

0

B
@

a1
...

an

1

C
A =) (�I n � M )

0

B
@

a1
...

an

1

C
A = 0 :

As all the ai are nonzero,det(�I � M ) = 0 . However, this determinant can be written:

� n + cn � 1� n � 1 + � � � + c1� + c0 = 0 ;

with c1 2 S. Hence we have a monic polynomialf 2 S[X ] such that f (� ) = 0 . 2

Using arguments analogous to those employed in the proof of Corollary 11.2 we see that the
collection of elements inR which are integral over S form a subring of R. We call this subring
the integral closure of S in R. If the integral closure is S itself, then we say that S is integrally
closed inR. If S is an integral domain and integrally closed in its �eld of fractions, then we say
that S is integrally closed. Above we saw thatZ is integrally closed in Q, its �eld of fractions,
so Z is integrally closed.

If S is a subring of the ring R such that every element ofR is integral over S, then we say
that R is integral over S.

The integral closure of S in R is naturally an S-module. We will now explore some of its
properties. We �rst consider minimal polynomials over integrally closed domains.
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Proposition 11.1 Let R be an integrally closed domain, with �eld of fractions K , and L an
extension of K . If x 2 L is integral over R and �L is a splitting �eld of the minimal polynomial
m = m(x; K ), then all the K -conjugates ofx belong to �L and are also integral overR. It follows
that m 2 R[X ]. If S is the integral closure ofR in L , then S \ K = R.

proof Let us write �R for the integral closure of R in �L . Then R � �R \ K � R, becauseR is
integrally closed. Thus �R \ K = R.

If x 2 L is integral over R, then there exists a monic polynomialf 2 R[X ] such that f (x) = 0 .
The minimal polynomial m = m(x; K ) divides f . It follows that the K -conjugates ofx (which
are in �L ) are also roots off , hence integral overR and so belong to �R.

The coe�cients of m are, up to sign, de�ned by the elementary symmetric functions evaluated
at the K -conjugates ofx and so belong to �R \ K = R, i.e., m 2 R[X ].

To �nish, we consider the integral closure S of R in L . If x 2 S \ K , then x 2 R, becauseR
is integrally closed, soS \ K � R. Clearly R � S \ K , so we haveS \ K = R. 2

The next result concerns the �eld of fractions of an integral closure of an integral domain.

Proposition 11.2 Let R be an integral domain andK its �eld of fractions. If L is an algebraic
extension ofK and S the integral closure ofR in L , then the �eld of fractions F of S is L .

proof Clearly R � S � F � L . As F � L , we only need to show thatL � F . Let x 2 L . If x =
0, then there is nothing to prove, so let us suppose that this is not the case. AsL is an algebraic
extension of K , x is algebraic overK : there exists a polynomial f (X ) =

P m
i =0 ai X i 2 K [X ]

such that f (x) = 0 . Then
P m

i =0
a i
a i

m
(am x) i = 0 . Setting bi = a i

a i
m

, we obtain a monic polynomial
g 2 K [X ] such that g(am x) = 0 . Hences = am x 2 S. As K is the �eld of fractions of R, there
exist r 1; r 2 2 R such that am = r 1

r 2
, so x = sr 2

r 1
2 F , becauser 1; r 2 2 S. HenceL � F . 2

Corollary 11.3 If R, K , L and S are as in Proposition 11.2, then every element ofx of L has
the form s

r , where s 2 S and r 2 R� .

proof For x = 0 there is nothing to prove, so we suppose that this is not the case. In the proof
of Proposition 11.2 we showed that, ifx 2 L , then x = sr 2

r 1
, where r 1; r 2 2 R and s 2 S. As

R � S, we havesr2 2 S, hence the result. 2

Exercise 11.2 Show that there exists a basis ofL over K composed of elements inS.

We now introduce an interesting result, which we will use further on.

Theorem 11.5 Let R be an integrally closed domain,K its �eld of fractions and L a separable
extension of degreen of K . Suppose thatS is the integral closure of R in L . Then there exist
free R-modulesM and M 0, of rank n, such that M 0 � S � M .

proof Let t be a primitive element of L over K , i.e., L = K (t). From Lemma 11.1, we may write
t = s

r , with s 2 S and r 2 R� . Thus L = K (s). SinceL is an extension of degreen of K , , the
degree of the minimal polynomial m(s; K ) is also n. Consequently, the elements1; s; : : : ; sn � 1

are K -independant. These elements are alsoR-independant elements of theR-module S. The
R-submodule ofS generated by1; s; : : : ; sn � 1 is

M 0 = R � Rs � � � � � Rsn � 1;

which is a free module of rankn.
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It is a little more di�cult to show that S is contained in some freeR-module. Let d =
discL=K (1; s; : : : ; sn � 1). As the elements1; s; : : : ; sn � 1 are K -linearly independant, Proposition

10.8 ensures thatd 6= 0 . Then 1
d ; s

d ; : : : ; sn � 1

d are R-linearly independant elements of theR-
module L . The R-module generated by these elements is

M = R(
1
d

) � R(
s
d

) � � � � � R(
sn � 1

d
):

M is a freeR-module of rank n. We aim to show that S � M . As the set f 1; s; : : : ; sn � 1g is a
basis ofL over K , any y 2 S can be written

y =
n � 1X

j =0

cj sj =
n � 1X

j =0

dcj

�
sj

d

�
;

where the cj 2 K . We need to show that dcj 2 R. Sincedcj 2 K and R is an integrally closed
domain, it is su�cient to prove that the dcj are integral over R.

SinceL is separable extension ofK of degeen, Corollary 3.2 ensures that there aren distinct
K -monomorphisms� 1; : : : ; � n from L into an algebraic closureC of K . As L = K (s), each� i is
entirely determined by � i (s), hence the elements� 1(s); : : : ; � n (s) are distincts. In addition, for
i = 1 ; : : : ; n, � i (s) is a K -conjugate of s and so the setf � 1(s); : : : ; � n (s)g is equal to the set of
K -conjugatesf s1; : : : ; sn g of s. Without loss of generality, we may suppose that� i (s) = si , for
all i . Applying � i to the equality y =

P n � 1
j =0 cj sj we obtain, for all i ,

� i (y) =
n � 1X

j =0

cj (� i (s)) j =
n � 1X

j =0

cj sj
i :

We may express this in matrix form:
0

B
@

� 1(y)
...

� n (y)

1

C
A =

0

B
@

1 s1 : : : sn � 1
1

...
...

...
1 sn : : : sn � 1

n

1

C
A

0

B
@

c0
...

cn � 1

1

C
A

The matrix V = ( sj
i ) is a Vandermonde matrix with all si distinct, so its determinant � does

not vanish. Using Cramer's rule, we obtain expressions for thecj , namely cj = 
 j

� , where 
 j is
the determinant of the matrix Vj obtained from V by replacing the column j + 1 by the column
(� 1(y); : : : ; � n (y)) t .

Now, from Proposition 10.9, d = discL=K (1; s; : : : ; sn � 1) is the discriminant of the minimal
polynomial m(s; K ); hence, using the formula for the determinant of a Vandermonde matrix, we
obtain

d =
Y

1� i<j � n

(si � sj )2 = � 2 =) dcj = �
 j ;

for j = 0 ; : : : ; n � 1. As � and 
 j are determinants of matrices with coe�cients in S, becausey
and s belong to S. Therefore the dcj are integral over R, as required. 2

11.2 Number rings

Let K be a number �eld and let us note OK the collection of algebraic integers inK . Clearly
OK = O \ K and so, being the intersection of two subrings ofC, OK is a subring of C. We
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say that OK is the number ring associated toK or the ring of integers of K . We will see that
this ring has many interesting properties. However, let us �rst consider a "simple" case, namely
that of number rings associated to quadratic number �elds. We know that, if K is a quadratic
number �eld, then there is squarefree integerd such that K = Q(

p
d ) (Theorem 3.5). It would

be natural to think that associated number ring has the form Z[
p

d ]. The next theorem shows
that OQ (

p
d ) always containsZ[

p
d ], but inclusion can be strict.

Theorem 11.6 Let d be a squarefree integer. Then

OQ (
p

d ) =

(
Z[

p
d ] if d � 2; 3 (mod 4)

Z[ � 1+
p

d
2 ] if d � 1 (mod 4):

proof Case 1: d = 2 ; 3 (mod 4). We take � = r + s
p

d 2 OQ [
p

d ]. If s = 0 , then � 2 Q, hence,

from Theorem 11.2� 2 Z, and so� 2 Z[
p

d ]. Now suppose thats 6= 0 . We note

f (X ) = ( r 2 � ds2) � 2rX + X 2 2 Q[X ]:

Then �( f ) = 4 ds2. As d is squarefree,�( f ) is not a square inQ, hencef is irreducible. Now,
f (� ) = 0 , therefore f = m(�; Q). From Corollary 11.1, f 2 Z[X ] and sor 2 � ds2; 2r 2 Z. This
implies that 4ds2 2 Z. Using the fact that d is squarefree, we obtain2s 2 Z. Let us note m = 2r
and n = 2s. Then

r 2 � ds2 =
1
4

(m2 � dn2) 2 Z

and so4j(m2 � dn2). Then

d � 2 (mod 4) =) m2 � dn2 � m2 + 2n2 (mod 4)

and
d � 3 (mod 4) =) m2 � dn2 � m2 + n2 (mod 4):

As m2 � dn2 � 0 (mod 4), in both casesm and n are even, which implies that r; s 2 Z. Thus
� 2 Z[

p
d].

Suppose now that� = r + s
p

d, with r; s 2 Z. If s = 0 , then � 2 Z � OQ (
p

d) . If s 6= 0 , then
r 2 � ds2; 2r 2 Z and sof 2 Z[X ]; as f (� ) = 0 , it follows that � 2 OQ (

p
d) .

We have proved the result for the cased � 2; 3 (mod 4).

Case 2: d = 1 ( mod 4). We take � = r + s
p

d 2 OQ (
p

d ) . If s = 0 , then � 2 Q, hence, from

Theorem 11.2,� 2 Z and so� 2 Z[ � 1+
p

d
2 ]. To handle the case wheres 6= 0 , we de�ne f 2 Q[X ]

as above and proceed as in Case 1 to �nd4j(m2 � dn2), where m = 2r and n = 2s.

d � 1 (mod 4) =) m2 � dn2 � m2 � n2 (mod 4):

Thus we have4j(m2 � dn2) and 4j(m2 � n2), which implies that m and n have the same parity.
Now,

� =
m + n

p
d

2
=

m + n
2

+ n

 
� 1 +

p
d

2

!

2 Z[
� 1 +

p
d

2
]:

Now suppose that � = r + s � 1+
p

d
2 , with r; s 2 Z. If s = 0 , then � 2 Z � OQ (

p
d) . For the

case wheres 6= 0 we have2r; r 2 � ds2 2 Z , so f 2 Z[X ]; as f (� ) = 0 , it follows that � 2 OQ (
p

d ) .
This proves the result for d � 1 (mod 4). 2

Examples
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� OQ (i ) = Z[i ], because� 1 � 3 (mod 4);

� OQ (
p

3) = Z[
p

3], because3 � 3 (mod 4);

� OQ (
p

5) = Z[ � 1+
p

5
2 ], because5 � 1 (mod 4);

� OQ (
p

6) = Z[
p

6], because6 � 2 (mod 4).

We now consider certain basis properties of number rings. In particular, we will show that
the additive group of such a ring is a free abelian group. We begin with a characterization of
invertible elements.

Proposition 11.3 If K is a number �eld and � 2 OK , then � 2 O�
K if and only if

NK= Q (� ) = � 1.

proof If � 2 O�
K , then � � 1 2 O�

K and

1 = NK= Q (1) = NK= Q (� )NK= Q (� � 1):

As � and � � 1 are algebraic,NK= Q (� ) and NK= Q (� � 1) are integers, henceNK= Q (� ) = � 1.
Now suppose thatNK= Q (� ) = � 1. Since� 2 OK , Proposition 10.1 and Corollary 11.1 ensure

that char K= Q (� ) belongs toZ[X ]. Thus we have

char K= Q (� ) = � 1 + a1X + � � � + an � 1X n � 1 + X n ;

with ai 2 Z, for 1 � i � n � 1. From the Cayley-Hamiltonian Theorem, we know that � is a
root of char K= Q (� ).

Now � � 1 is a root of the reciprocal polynomial

f (X ) = 1 + an 1 X + � � � + a1X n � 1 � X n :

Sincef 2 Z[X ], � � 1 is algebraic and it follows that � 2 O�
K . 2

Exercise 11.3 Show that, if K = Q(
p

� 2), then O�
K is �nite. Considering the positive powers

of 1 +
p

2, show that the diophantine equationa2 � 2b2 = 1 has an in�nite number of solutions
and deduce that, ifK = Q(

p
2), then O�

K is in�nite.

As OK is an integral domain, it has a �eld of fractions (in C). It is natural to try to determine
this �eld. This we will now do.

Lemma 11.2 If � 2 C is algebraic overQ, then there is an integerk 2 N � such that k� is an
algebraic integer.

proof If � = 0 , then there is nothing to prove, so let us suppose that this is not the case.
Let m(X ) =

P d� 1
i =0 ai X i + X d be the minimal polynomial of � over Q. If k is the lcm of the

denominators of the coe�cients ai , then kai = bi 2 Z, for 0 � i � d � 1. We have

kd� 1b0 + kd� 2b1(k� ) + � � � + kbd� 2(k� )d� 2 + bd� 1(k� )d� 1 + ( k� )d = kdm(� ) = 0 :

As the coe�cients kd� 1b0; : : : ; kbd� 2; bd� 1 are integers,k� is an algebraic integer. 2
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Theorem 11.7 The �eld of fractions of OK is the number �eld K .

proof Let us write L for the �eld of fractions of OK . The clearly OK � K . If L 6= K , then
there exists � 2 K n L. As K is a �nite extension of Q, K is algebraic overQ. In particular, �
is algebraic overQ. From Lemma 11.2, there existsk 2 N � such that k� is an algebraic integer,
hencek� 2 OK � L . As k 2 OK , � = k�

k 2 L, a contradiction. 2

We now consider bases of the vector spaceK over Q. It turns out that there is a basis
composed entirely of elements inOK .

Proposition 11.4 If K is a number �eld, and [K : Q] = n, then K has a basis� 1; : : : ; � n

composed of elements inOK .

proof From Lemma 11.2, we know that, if � is nonzero and algebraic overQ, then there in an
integer k 2 N � such that k� is an algebraic integer. Let (� 1; : : : ; � n ) be a basis ofK over Q.
As K is a �nite extension of Q, K is algebraic overQ and so each� i is algebraic overQ. For
each � i , we may �nd ki 2 N � such that ki � i is an algebraic integer. If � i = ki � i , then clearly
(� 1; : : : ; � n ) is a basis ofK over Q. 2

We now turn to the result referred to above concerning the nature of the additive group of
OK . To understand the proof it is necessary to have a knowledge of free abelian groups. We
have included an appendix on the subject.

Theorem 11.8 The additive group of OK is a free abelian group of rankn.

proof Let (� 1; : : : ; � n ) be a basis ofK over Q composed of elements ofOK and A = Z� 1 �
� � � � Z� n . (The sum is direct because the� i are independant overQ.) If we can show that there
exists d 2 Z � such that dOK � A, then the theorem is proved. Indeed, in this case,OK � 1

d A,
where 1

d A is a free abelian group. Thus, by Theorem E.3,OK is a free abelian group of rankr ,
with r � n. Moreover, A is subgroup ofOK and so, using Theorem E.3 again, the rank ofr of
OK is is larger than n. Finally, OK is a free abelian group of rankn.

Let us now show that this d exists. For any � 2 OK , there exist x1; : : : ; xn 2 Q such that
� =

P n
i =1 x i � i . We set d = discK= Q (� 1; : : : ; � n ); then d is nonzero by Proposition 10.8. Using

Proposition 10.7 and Exercise 11.1 we see thatd is an integer, since the algebraic integers form
a ring.

We now show that dxi 2 Z, for 1 � i � n, which implies that d� 2 A. We note � 1; : : : ; � n

the Q-monomorphisms ofK into C. We have, for 1 � i � n,

� i (� ) = x1� i (� 1) + � � � + xn � i (� n ):

This is a system ofn equations in n unknowns (the x j ). Applying Cramer's rule we obtain

x j =
� j

�
;

where � is the determinant j� i (� j )j and � j is the determinant of the matrix obtained from the
matrix (� i (� j )) by replacing the j th column by the column composed of the elements� i (� ).
Now, � 2 = d, so � is an algebraic integer. In the same way, we may show that� j is an algebraic
integer, since

� 2
j = discK= Q (� 1; : : : ; � j � 1; �; � j +1 ; : : : ; � n );
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and � 2 OK . To �nish, we notice that

dxj = � 2 � j

�
= �� j

which implies that dxj is an algebraic integer, since both� and � j are algebraic integers. More-
over, dxj 2 Q. As an algebraic integer inQ is an integer, dxj is an integer. This concludes the
proof. 2

Discriminant of a number ring

Let K be a number �eld with number ring OK . As OK is a free abelian group,OK has a
basis (� 1; : : : ; � n ), where n is the dimension of the vector spaceK over Q:

OK = Z� 1 � � � � � Z� n :

We call such a basis anintegral basis. There may be many bases; however, they are related
through their discriminants.

Proposition 11.5 If (� 1; : : : ; � n ) and (� 1; : : : ; � n ) are integral bases ofOK , then

discK= Q (� 1; : : : ; � n ) = discK= Q (� 1; : : : ; � n ):

proof First we notice that there is a matrix M = ( mij ) 2 M n (Z) such that
0

B
@

� 1
...

� n

1

C
A = M

0

B
@

� 1
...

� n

1

C
A

Let � 1; : : : ; � n be the Q-monomorphisms ofK into C. Then

� i =
nX

k=1

mik � k =) � j (� i ) =
nX

k=1

mik � j (� k );

for 1 � i; j � n. In terms of matrices,

(� j (� i )) = M (� j (� k )) ;

which implies that
discK= Q (� 1; : : : ; � n ) = jM j2discK= Q (� 1; : : : ; � n ):

As the � i and � j are algebraic integers, from Proposition 10.7, the discriminants in the above
equations are integers. Given thatM 2 M n (Z), the determinant jM j is an integer and it follows
that discK= Q (� 1; : : : ; � n ) divides discK= Q (� 1; : : : ; � n ). In the same way, discK= Q (� 1; : : : ; � n ) di-
vides discK= Q (� 1; : : : ; � n ). As the discriminants clearly have the same sign, they are equal. 2

We call the common value of the discriminant in the foregoing theorem thediscriminant of the
number ring OK and we write disc(OK ) for this. We emphasize that disc(OK ) 2 Z.

Example Let K = Q(
p

d), where d is a squarefree integer. The Galois groupGal(K=Q) =
(� 1; � 2), where � 1 is the identity and � 2 permutes

p
d and �

p
d. If d � 2; 3 (mod 4), then

OK = Z[
p

d] and (1;
p

d) is an integral basis ofOK . It follows that

disc(OK ) = discK= Q (1;
p

d) = 4 d:
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Exercise 11.4 Show that, if d � 1 (mod 4), then disc(OK ) = d.

We may extend the notion of the discriminant of a number ring. Let K be a number �eld
with ring of integers OK . An order in K is a subring R of OK such that the index of R in OK

(as additive groups) is �nite. The order is said to be maximal if R = OK .

If R is a subring ofOK , from Theorem E.3 we know that R is a free group with rank at most
that of OK .

Proposition 11.6 A subring R of OK is an order if and only if R has the same rank as that of
OK .

proof Let n be the rank of OK and r that of R. From Theorem E.4, OK has a basisf e1; : : : ; en g
for which there exist integersd1; : : : ; dr 2 N � , such that f d1e1; : : : ; dr er g is a basis ofR. If r = n,
then the cosets ofR in OK can be written

si 1 e1 + � � � + si n en + R; with 0 � si 1 � d1 � 1; : : : ; 0 � si n � dn � 1:

Thus there are d1 � � � dn cosets, i.e.,[OK : R] < 1 and R is an order. If r < n , then the cosets
of R in OK may be written

si 1 e1 + � � � + si r er + x r +1 er +1 + � � � + xn en + R;

with 0 � si 1 � d1 � 1; : : : ; 0 � si r � dr � 1 and x r +1 ; : : : ; xn 2 Z. In this case there is an in�nite
number of cosets, so[OK : R] = 1 and R is not an order. 2

If R � OK is an order, then we may de�ne the discriminant ofR in the same way as we did for
OK . If (� 1; : : : ; � n ) and (� 1; : : : ; � n ) are integral bases ofR, then the argument of Proposition
11.5 shows that

discK= Q (� 1; : : : ; � n ) = discK= Q (� 1; : : : ; � n ):

and that the common value is an integer. We call this the discriminant ofR and note it disc(R).

Example Suppose that K = Q(� ), where � 2 OK . Then rk OK = [ Q(� ); Q]. However,
degm(�; Q) = n = [ Q(� ) : Q], so the setf 1; �; : : : ; � n � 1g is a basis ofZ[� ]. Thus Z[� ] and OK

have the same rank:Z[� ] is an order in K .

We will return to orders further on.

We say that an integral domain D is a normal domain if the integral closure of D in its �eld of
fractions is D itself. It is worth noticing (although we will not prove it here) that the polynomial
ring D [X ] is a normal domain if D is normal. We aim to show that a number ring is a normal
domain. We will �rst prove a preliminary result, which is interesting in its own right.

Lemma 11.3 A subgroup of a �nitely generated abelian group is �nitely generated.

proof We will use an induction on the number of generators. LetG be a �nitely generated
abelian group: G = ha1; : : : ; an i . If n = 1 , then G is cyclic. As a subgroup of a cyclic group is
cyclic, the result is true in the casen = 1 .

Nos suppose that we have proved the result up ton and G = ha1; : : : ; an ; an +1 i . Let H be
a subgroup ofG and � : G �! G=han +1 i the canonical quotient mapping. As G is abelian, the
quotient �G = G=han +1 i has a natural group structure and �G = h� (a1); : : : ; � (an )i . From the
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induction hypothesis, the subgroup �H = � (H ) of �G is �nitely generated: �H = h�h1; : : : ; �hm i , with
�hi = � (hi ) for somehi 2 H .

We now notice that H \ h an +1 i is a subgroup ofhan +1 i , hence cyclic:H \ h an +1 i = hhm +1 i ,
with hm +1 2 H . We claim that H = hh1; : : : ; hm ; hm +1 i . If h 2 H , then there exists g 2
ha1; : : : ; hm i such that � (g) = � (h). Therefore h = g + k, with k 2 Ker � = han +1 i . In addition,
k = h � g 2 H , so k = shm +1 , for somes 2 Z. To conclude,

h = g + shm +1 2 hh1; : : : ; hm +1 i :

We have shown that H = hh1; : : : ; hm +1 i . 2

Remark The abelian hypothesis in the previous lemma is important. Here is a counter-example.
Theorems 11.2 and 11.3 ensure that the additive group of the ringZ[ 1

2 ] is not �nitely generated.
Consequently the group of matrices

G0 = f
�

1 x
0 1

�
2 M 2(Q); x 2 Z[

1
2

]g

is not �nitely generated. However, the elements ofZ[ 1
2 ] are of the form p

2q , with p 2 Z and
q 2 N , and

�
1 p

2q

0 1

�
=

�
2 0
0 1

� � q �
1 1
0 1

� m 1
�

2 0
0 1

� q �
1 1
0 1

� m 2

;

where m2 and m1 are respectively the quotient and remainder after division ofp by 2q. Hence
G0 is a subgroup ofG, the subgroup of M 2(Q) generated by the matrices

S =
�

2 0
0 1

�
and T =

�
1 1
0 1

�
:

Thus we have a subgroup of a �nitely generated group which is not �nitely generated.

Exercise 11.5 Find an explicit description of the matrices in G.

Proposition 11.7 A number ring OK is a normal domain.

proof We have seen thatOK has a �nite basis. Let � 2 K be integral over OK : there exists a
poynomial f (X ) =

P n � 1
i =0 ai X i + X n , with ai 2 OK , such that f (� ) = 0 . This implies that

� n = � an � 1� n � 1 � � � � � a1� � a0:

It follows that the additive group of the ring OK [� ] is �nitely generated. As Z[� ] � OK [� ], the
additive subgroup of the ring Z[� ] is also �nitely generated (Lemma 11.3). From Theorem 11.3,
� is an algebraic integer and so� 2 OK . 2

Stickelberger's criterion

We may say a little more about the discriminant of a number ring. Let K be a number �eld
of degreen over Q and B = f � 1; : : : ; � n g an integral basis of the number ringOK . There exist
n Q-embeddings� 1; : : : ; � n of K in C. By de�nition,

disc(OK ) = det( � i (� j ))2:
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The determinant is the sum of expressions of the form

sgn(� )� � (1) (� 1) � � � � � (n ) (� n );

where � is a permutation of the set f 1; : : : ; ng, i.e., � 2 Sn , and sgn(� ) is the sign of � . To
simplify the notation, let us set X = An and Y = Sn n An . Then

det(� i (� j )) =
X

� 2 Sn

nY

i =1

sgn(� )� � ( i ) (� i ) =
X

� 2 X

nY

i =1

� � ( i ) (� i ) �
X

� 2 Y

nY

i =1

� � ( i ) (� i ) = P � N:

Thus
disc(OK ) = ( P � N )2 = ( P + N )2 � 4PN:

Now let L be a normal closure ofK over Q. By Exercise 5.1,L is a �nite Galois extension
of Q. We aim to show that � (P + N ) = P + N and � (PN ) = PN , for all � 2 Gal(L=Q), the
Galois group of L over Q. First, we extend every embedding� i to an embedding �� i of L into
C. (This is possible by Theorem 2.7.) From the normality of the extensionL=Q we deduce that
�� i (L ) = L . (The image of �� i is included in the set A(C=Q), which is an algebraic closure ofQ,
by the remark after Theorem 2.6; therefore, from Proposition 5.2), �� i (L ) = L .) It follows that
� i (K ) � L . Hence, for every� i , the mapping � � � i is de�ned and is a Q-embedding ofK into
C.

We now notice that the mapping � i 7�! � � � i is a bijection on the setS = f � 1; : : : ; � n g, so we
can �nd a permutation � 2 Sn such that � � � i = � � ( i ) , for every i 2 f 1; : : : ; ng. We distinguish
two cases:

Case 1: � even
Here we have�X = X and

�

 
X

� 2 X

nY

i =1

� � ( i ) (� i )

!

=
X

� 2 X

nY

i =1

� � � � ( i ) (� i )

=
X

� 2 X

nY

i =1

� � � ( i ) (� i )

=
X

� 2 �X

nY

i =1

� � ( i ) (� i )

=
X

� 2 X

nY

i =1

� � ( i ) (� i ):

Hence� (P) = P. In a similar way, using the fact that �Y = Y , we may show that � (N ) = N .

Case 2: � odd
Now we have�X = Y and �Y = X and so� (P) = N and � (N ) = P.

From what we have seen, in both cases we have� (P + N ) = P + N and � (PN ) = PN .
This applies for any � 2 Gal(L=Q), so P + N and PN belong to the �xed �eld of Gal(K=Q),
i.e., Q. Now the � i are algebraic integers; since the elements� � ( i ) (� i ) are roots of the minimal
polynomial m(� i ; Q), these elements are also algebraic integers. This means thatP and N are
algebraic integers inQ, i.e., integers. From the formula

disc(OK ) = ( P + N )2 � 4PN;
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we may deduce the following: IfP and N have the same parity, then P + N � 0 (mod 2) =)
(P + N )2 � 0 (mod 4); if P and N have di�erent parities, then P + N � 1 (mod 2) =)
(P + N )2 � 1 (mod 4). Thus we have:

Theorem 11.9 (Stickelberger's criterion) If K is a number �eld, with number ring OK , then

disc(OK ) � 0 (mod 4) or disc(OK ) � 1 (mod 4):

Remark In a certain sense Stickelberger's theorem generalizes Exercise 11.4 and the remark
preceding it.

11.3 Roots of unity in number �elds

In any commutative ring with identity, the roots of unity form a multiplicative group. In a
number �eld, as we will soon see, this group is cyclic. IfK is a number �eld and x is a root of
unity, then � 1 + xn = 0 , for somen 2 N � , so x lies in the number ring OK .

Proposition 11.8 Let K be a number �eld and c 2 R �
+ . Then there are only a �nite number

of elementsx 2 OK such that jx ( i ) j � c, for all conjugates x ( i ) of x.

proof Let [K : Q] = n and � 1; : : : ; � n be the elementary symmetric polynomials inn variables.
We set

c0 = max f nc;
�

n
2

�
c2; : : : ;

�
n
k

�
ck ; : : : ; cn g:

Let S be the set of monic polynomials of degree at mostn, whose coe�cients are integersa such
that jaj � c0. Then S is �nite. Now let T be the set of elements ofK which are roots of some
polynomial belonging to S; T is also a �nite set. If jx ( i ) j � c, for all conjugates of x in K , then
j� k (x (1) ; : : : ; x (n ) )j � c0, for k = 1 ; : : : ; n. Sincex is an algebraic integer,� k (x (1) ; : : : ; x (n ) ) 2 Z
and so the polynomial f (X ) =

Q n
i =1 (� x ( i ) + X ) belongs toS. As x is a root of f , x belongs to

T. 2
We may now prove a fundamental result.

Theorem 11.10 The group W of roots of unity of a number �eld K is a �nite multiplicative
cyclic group.

proof It is su�cient to notice that W is a �nite subgroup of the multiplicative group of K and
apply Theorem 3.3. 2

The next result gives us a criterion for determining roots of unity.

Proposition 11.9 If f 2 Z[X ] is monic and is such that all its roots in C have absolute value
1. Then these roots are all roots of unity.

proof Let z1; : : : ; zk be the roots of f in C repeated according to their multiplicities. For every
l 2 N � we set

f l (X ) = ( � zl
1 + X ) � � � (� zl

k + X ):

From Exercise B.1, f l 2 Z[X ] for all l . If

f l (X ) = a0 + a1X + � � � ak � 1X k � 1 + X k ;

121



then, taking into account the fact that jzi j = 1 for all i , we �nd that

jaj j �
�

k
j

�

for j = 0 ; 1; : : : ; k � 1. There are only a �nite number of monic polynomials g 2 Z[X ] with
degg = k and j th coe�cient bounded by

� k
j

�
for j = 0 ; 1; : : : ; k � 1, hence there existl < m such

that f l = f m . It follows that the roots of these two polynomials are the same. Ifzl
1; : : : ; zl

r are
the distinct roots of f l and zm

1 ; : : : ; zm
r the distinct roots of f m , then there exists a permutation

� 2 � r such that zl
i = zm

� ( i ) , for i = 1 ; : : : ; r . We claim that zl k

i = zm
� k ( i ) , for k 2 N � . For this we

give a proof by induction. For k = 1 , there is nothing to prove. Suppose now that the result is
true for k and consider the casek + 1 . We have

zm
� k +1 ( i ) = zm

� ( � k ( i )) = ( zl
� k ( i ) )

m = ( zm
� k ( i ) )

l = ( zl k

i ) l = zl k +1

i ;

so the result is true for k +1 and, by induction, for all k 2 N � . In particular, it is true for k = r !,
the cardinal of the symmetric group � r and hencezl r !

i = zm
i . From this we deduce that zi is

root of unity. 2

Corollary 11.4 x is a root of unity in a number �eld K if and only if x 2 OK and jx ( i ) j = 1 ,
for every conjugate ofx.

proof Let x be a root of unity. We have already seen that a root of unity must lie in OK . There
exists a positive integerm such that xm = 1 . As the conjugatesx ( i ) of x are also roots of the
polynomial f (X ) = � 1 + X m , we must havejx ( i ) jm = 1 , which implies that jx ( i ) j = 1 .

Now suppose that x 2 OK and jx ( i ) j = 1 , for all conjugates x ( i ) of x. The conjugates are
the roots of the minimal polynomial m(x; Q), so by Proposition 11.9 they are roots of unity; in
particular, x is a root of unity. 2

Exercise 11.6 Let K be a number �eld, x 2 K and m 2 N � . Show that the conjugates ofxm

are mth powers of the conjugates ofx.

If p is an odd prime, � = e
2 �i

p and K = Q(� ), then we can be more precise with respect to
the roots of unity of K .

Theorem 11.11 If p is an odd prime and� = e
2 �i

p , then the roots of unity in K = Q(� ) are of
the form � � j , with 1 � j � p.

proof From Theorem 11.10 we know that the roots of unity form a �nite cyclic group C. If
jCj = m, then there is a generatorz = e

2 �it
m of C. (It is su�cient to take t coprime to m.) If

x 2 C, then � x 2 C, becausexk = 1 implies that (� x)2k = 1 , hence� � 2 C and so there exists
s 2 N � such that zs = � � , i.e., e

2 �is
m = e

2 �i
p + �i . From this we deduce that there existsk 2 Z

such that
2�is
m

=
2�i
p

+ �i + 2k�i =) 2sp = m(2 + p(2k + 1)) = ) 2pjm;

because neither2 nor p divide 2 + p(2k + 1) .
As z is a generator ofC, � is a power ofz and so Q(� ) � Q(z). However, z 2 Q(� ) and so

we also haveQ(z) � Q(� ) and it follows that Q(� ) = Q(z). This being the case, we have

� (m) = [ Q(z) : Q] = [ Q(� ) : Q] = � (p) = p � 1;
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where � is Euler's totient function. We may write m = 2 � p� m0, with � � 1, � � 1 and 2 6 jm0,
p 6 jm0, and

p � 1 = � (m) = 2 � � 1p� � 1(p � 1)� (m0) =) 1 = 2 � � 1p� � 1� (m0):

Therefore � = � = � (m0) = 1 . As m0 6= 2 , we havem0 = 1 and so m = 2p. Thus the cardinal
of C is 2p. Since the elements� � i , with 1 � i � p, belong to C and are distinct, these are the
roots of unity in K . 2

Exercise 11.7 Show that a number �eld of odd degree has just two roots of unity.

11.4 Composita of number �elds

We recall that, if K and L are sub�elds of a �eld E , then the compositum of K and L in E ,
which we write KL , is the smallest sub�eld of E containing both K and L. In this section we
consider the case whereK and L are number �elds (considered as sub�elds ofC.) We will be
particularly interested in the number ring OKL of KL .

Let K and L be number �elds and OK , OL the associated number rings. From Proposition
6.4 we know that

[KL : Q] � [K : Q][L : Q];

with equality when [K : Q] and [L : Q] are coprime, or said otherwise, whenK and L are linearly
disjoint. We set R = OK , S = OL and

RS =
� X

i 2 I

r i si : r i 2 R; si 2 S; jI j < 1
	

RS is clearly a subring ofOKL . The following result provides a su�cient condition for equality.

Theorem 11.12 Let K and L be linearly disjoint number �elds and d = gcd(disc(R); disc(S)) .
Then OKL � 1

d RS. Thus, if d = 1 , then OKL = RS.

proof Let m = [ K : Q], n = [ L : Q] and f � 1; : : : ; � m g, f � 1; : : : ; � n g integral bases respectively
of R and S. These bases are bases overQ of respectively K and L. As K and L are linearly
disjoint over Q, the set

A = f � i � j : 1 � i � m; 1 � j � ng

is a basis ofKL over Q. (See the discussion on linear disjointness after Proposition 6.4.) Hence,
if x 2 OKL , then there exist rational numbers qij , for 1 � i � m and 1 � j � n, such that

x =
X

i;j

qij � i � j :

We aim to show that dqij 2 Z,for all i and j . If this is the case, then we may write

x =
1
d

X

i;j

(dqij )� i � j 2
1
d

RS

and it follows that OKL � 1
d RS. To establish that dqij 2 Z it is su�cient to show that

disc(R)qij 2 Z. If we can do this, then with an analogous argument we may show that
disc(S)qij 2 Z. As there exist u; v 2 Z such that d = udisc(R) + vdisc(S), dqij 2 Z .
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From Corollary 3.2 we know that there are exactly [K : Q] Q-monomorphisms ofK into
C. Let � be such a monomorphism. Theorem 3.2 ensures that there are exactly[KL : K ]
monomorphic extensions~� of � into C. Restricting the ~� to L , we obtain [KL : K ] distinct
monomorphisms � 0 from L into C. (If two such restrictions � 0

1 and � 0
2 are equal, then the

corresponding mappings~� 1 and ~� 2 are equal onK and L and consequently onKL , contradicting
the fact that ~� 1 and ~� 2 are distinct.) As K and L are linearly disjoint [KL : K ] = [ L : Q],
therefore the considered restrictions are theQ-monomorphisms from L into C. In particular,
one such restriction is the identity on L . Consequently, for the corresponding~� , we have

~� (x) =
mX

i =1

nX

j =1

~� (qij )~� (� i )~� (� j ) =
mX

i =1

x i � (� i );

wherex i =
P n

j =1 qij � j . We may use the same procedure for each of the[K : Q] Q-monomorphisms
� 1; : : : ; � m from K into C and obtain the corresponding extensions~� 1; : : : ; ~� m . In this way we
obtain a system ofm equations in m unknowns, the x i :

~� 1(x) = � 1(� 1)x1 + � � � + � 1(� m )xm

~� 2(x) = � 2(� 1)x1 + � � � + � 2(� m )xm

...
...

...
...

~� m (x) = � m (� 1)x1 + � � � + � m (� m )xm :

Applying Cramer's rule we �nd the expression for the x i :

x i =
� i

�
;

where � is the determinant of the matrix
�
� i (� j )

�
and � i the determinant of the matrix obtained

from the previous matrix by replacing the i th column by that composed of the elements~� i (x).
(As the � j are independant ,� 6= 0 , from Proposition 10.8.) As x 2 OKL , x is an algebraic integer
and so~� i (x) is an algebraic integer; also, the� j belong to R and so are algebraic integers, which
implies that the � i (� j ) are algebraic integers. It follows that � and the � i are algebraic integers.
Now, we have

� 2x i = �� i = ui 2 OKL :

However, � 2 = disc(R) 2 Z, so

ui = disc(R)x i =
mX

i =1

disc(R)qij � j :

Hence, ui is an algebraic integer in R and its coe�cients in the basis (� j ) are disc(R)qij . It
follows that the elements disc(R)qij are integers. This �nishes the proof. 2

We now consider the relation between the discriminants of the number ringsR and S and
the discriminant of OKL .

Theorem 11.13 Let K and L be linearly disjoint number �elds whose number rings have co-
prime discriminants. Then

disc(OKL ) = disc(R)[L :Q ]disc(S)[K :Q ]:
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proof Let m = [ K : Q], n = [ L : Q], and (a1; : : : ; am ), (b1; : : : ; bn ) be integral bases of
respectively R, S. As the ai and bj are algebraic integers, so are the productsai bj , hence
ai bj 2 OKL , for all i and j . From the previous theorem, theai bj generateOKL over Z. Moreover,
as K and L are linearly disjoint, the elements ai bj form a basis ofKL over Q and hence are
independant over Z. Thus, the ai bj form an integral basis ofOKL and we can use this basis to
calculate the discriminant of OKL .

From Proposition 10.7 the discriminant of OKL is the determinant of the matrix

M =
�
TKL= Q (ai bk � aj bl )

�
:

We now apply Corollary 10.3 to the tower of �elds Q � K � KL to obtain

TKL= Q (ai bk � aj bl ) = TK= Q � TKL=K (ai bk � aj bl )

= TK= Q
�
TKL=K (ai aj bk bl )

�

= TK= Q
�
ai aj TKL=K (bk bl )

�
;

becauseai aj 2 K .
We claim that, for l 2 L , we have TKL=K (l ) = TL= Q (l ). Let us consider the [KL : K ] K -

monomorphisms fromKL into C. Restricting these monomorphisms toL we obtain [KL : K ]
distinct Q-monomorphisms from L into C. As K and L are linearly disjoint over Q, we have
[KL : K ] = [ L : Q], hence the restrictions to L of the [KL : K ] K -monomorphisms ofK into
C are precisely theQ-monomorphisms ofL into C. Applying Proposition 10.2 establishes the
claim.

Sincebk bl 2 L, we have
TKL=K (bk bl ) = TL= Q (bk bl ) 2 Q

and so
TKL= Q (ai bk � aj bl ) = TK= Q

�
ai aj TL= Q (bk bl )

�
= TL= Q (bk bl )TK= Q (ai aj ):

Setting TK= Q (ai aj ) = �aij and TL= Q (bk bl ) = �bkl , we obtain

det M = det(�aij
�bkl ) = det

�
(�aij ) 
 (�bkl )

�
:

From Theorem H.1, we have

det
�
(�aij ) 
 (�bkl )

�
= det(�aij )n det(�bkl )m ;

as required. 2

Application to cyclotomic �elds

We now apply the previous theorems to the study of cyclotomic �elds, i.e., cyclotomic extensions
of the rationals. We have already studied these �elds in Chapter 7. Here we will be particularly
interested in the form of the associated number rings and their discriminants. We begin with
the caseQ(� ), where � is a primitive pr th root of unity, p being a prime number andr a positive
integer.

Lemma 11.4 If � is a primitive nth root of unity, then the set A = f 1; �; : : : ; � � (n ) � 1g is a basis
of Q(� ) over Q. ( � is the Euler totient function.)
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proof In the proof of Theorem 7.7 we observed that[Q(� ) : Q] = � (n). As jAj = � (n), we only
need to show that the setA is linearly independant over Q. If

� 0 + � 1� + � � � � � (n ) � 1� � (n ) � 1 = 0 ;

where the � i are elements ofQ, which are not all zero, then � is a root of a nonzero polynomial
f 2 Q[X ], whose degree is less than� (n). However, the minimal polynomial of � over Q is � n ,
whose degree is� (n), so we have a contradiction. HenceA is a basis ofQ(� ) over Q. 2

Proposition 11.10 If p is a prime number, r 2 N � and � a primitive pr th root of unity, then

OQ (� ) = Z[� ]:

proof From Lemma 11.4 the setA = f 1; �; : : : ; � � (pr ) � 1g is a basis ofQ(� ) over Q. Also, the
elements of this set belong toOQ (� ) , because� is an algebraic integer. The proof of Theorem
11.8 shows that

dOQ (� ) � Z � Z� � � � � � Z� � (pr ) � 1;

where d = discQ (� )=Q (1; �; : : : ; � � (pr ) � 1). Thus, OQ (� ) � 1
d Z[� ]. Moreover, from Corollary 10.6,

d is a power ofp (up to sign). Therefore there existsm 2 N � such that pm OQ (� ) � Z[� ].
If

Z[� ] \ pOQ (� ) = pZ[� ]; (11.1)

then, as pm OQ (� ) � Z[� ], we have

pm OQ (� ) � Z[� ] \ pOQ (� ) � pZ[� ] =) pm � 1OQ (� ) � Z[� ]:

If m = 1 , then we immediately have OQ (� ) � Z[� ]; if not, then it is su�cient to iterate the
process to obtain the same inclusion. AsZ[� ] is clearly contained in OQ (� ) , we only need to
establish the identity (11:1) to �nish the proof. This is what we now do.

Our �rst step is to show that

OQ (� ) p = OQ (� ) (� � + 1) � (pr ) (11.2)

To begin,

� pr (X ) =
Y

1� i<p r ;( i;p )=1

(� � i + X ) =) � pr (1) =
Y

1� i<p r ;( i;p )=1

(� � i + 1) :

However, from Exercise 7.4, we know that

� pr (X ) = � p(X pr � 1
)

so
p = � pr (1) =

Y

1� i<p r ;( i;p )=1

(� � i + 1) :

Next we observe that the elements� � i +1
� � +1 , with 1 � i < p r and (i; p) = 1 , are units in OQ (� ) .

We have
� � i + 1
� � + 1

= 1 + � + � � � + � i � 1 2 OQ (� ) :
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As � i is a primitive pr th root of unity, there exists s 2 N � such that � = � is , hence

� � + 1
� � i + 1

=
� � is + 1
� � i + 1

= 1 + � i + � � � + � i (s� 1) 2 OQ (� ) ;

so � � i +1
� � +1 is a unit in OQ (� ) .
We may write

� � i + 1 =
� � i + 1

� + 1
� (� � + 1) = ui (� � + 1) ;

so
p =

Y

1� i<p r ;( i;p )=1

ui (� � + 1) = u(� � + 1) � (pr ) ;

where u is a unit in OQ (� ) . As p and (� � + 1) � (pr ) are associates inOQ (� ) , they generate the
same ideal, i.e.,

OQ (� ) p = OQ (� ) (� � + 1) � (pr ) ;

as asserted.

Our second step is to show that

OQ (� ) (� � + 1) \ Z = Zp: (11.3)

From the identity (11:2) we obtain p 2 (� � + 1) OQ (� ) , and sopZ � (� � + 1) OQ (� ) \ Z. Now the
reverse inclusion. Ifx 2 (� � + 1) OQ (� ) , then x = y(� � + 1) , with y 2 OQ (� ) , and

NQ (� )=Q (x) = NQ (� )=Q (y)NQ (� )=Q (� � + 1) :

As y 2 OQ (� ) , NQ (� )=Q (y) 2 Z (Exercise 11.1). Also, from Corollary 10.1,

NQ (� )=Q (� � + 1) =
Y

1� i<p r ;( i;p )=1

(� � i + 1) = p;

becauseQ(� ) is the splitting �eld of the polynomial � pr (1 � X ), whose roots are� � i + 1 , with
1 � i < p r and (i; p) = 1 . Finally, as x 2 Z, NQ (� )=Q (x) = x � (pr ) , so pjx, i.e., x 2 pZ. This
concludes the second step. We have

OQ (� ) (� � + 1) \ Z = Zp;

as required.

We are now in a position to prove the identity (11:1). There is no di�culty in seeing that

Z[� ]p � Z[� ] \ OQ (� ) p:

For the reverse inclusion, let us takex 2 Z[� ]\ OQ (� ) p. Using the fact that A = f 1; �; : : : ; � � (pr ) � 1g
is a basis ofQ(� ) over Q, we see that the setB = f 1; � � + 1 ; : : : ; (� � + 1) � (pr ) � 1g is also a basis
of Q(� ) over Q. The set B is included in Z[� ] and is independant overZ, because it is indepen-
dant over Q. As A is a generating set ofZ[� ] and the elements ofA can be written as linear
combinations of those ofB with coe�cients in Z, B is a generating set ofZ[� ]. Thus B is a basis
of the Z-module Z[� ]. Therefore there exist integersc0; c1; : : : ; c� (pr ) � 1 such that

x = c0 + c1(� � + 1) + � � � + c� (pr ) � 1(� � + 1) � (pr ) � 1:
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Moreover, from the identity (11:2), there exists v 2 OQ (� ) such that x = ( � � + 1) � (pr ) v. Thus
c0 2 OQ (� ) (� � + 1) \ Z, which from the identity (11:3) is equal to Zp. Therefore c0 2 pZ. Using
the identity (11:2) again, we see thatp 2 (� � + 1) � (pr ) OQ (� ) , hencex � c0 2 (� � + 1) � (pr ) OQ (� ) .
We may write x � c0 = ( � � + 1) x1, where

x1 = c1 + c2(� � + 1) � � � + c� (pr ) � 1(� � + 1) � (pr ) � 2 2 (� � + 1) � (pr ) � 1OQ (� ) :

As for c0, we �nd that c1 2 Zp. Continuing in the same way, we obtain that ci 2 Zp, for all i
and sox 2 Z[� ]p. This ends the proof. 2

We have shown thatOQ (� ) = Z[� ] when � is a pr th root of unity. We now turn to the general
case. Here Theorem 11.12 plays an important role. We will need a preliminary result.

Lemma 11.5 If � is a primitive nth root of unity, then the discriminant discQ (� )=Q (1; �; : : : ; � � (n ) � 1)
divides n� (n ) .

proof From Proposition 10.9

discQ (� )=Q (1; �; : : : ; � � (n ) � 1) = ( � 1)
� ( n )( � ( n ) � 1)

2 NQ (� )=Q (� 0
n (� )) :

Since� n is the minimal polynomial of � over Q and � n = 1 . there exists g 2 Q[X ] such that

� 1 + X n = � n (X )g(X ):

As � n is monic, g is also monic and Lemma 11.1 ensures thatg 2 Z[X ]. Di�erentiating both
sides of the previous equation and evaluating at� leads to

n� n � 1 = � 0
n (� )g(� ) =) n = � � 0

n (� )g(� ):

Taking the norm on both sides, we obtain

n� (n ) = NQ (� )=Q
�
� 0

n (� )
�
NQ (� )=Q

�
�g (� )

�
:

However, � 0
n (� ) and �g (� ) are elements ofZ[� ], which is included in OQ (� ) . Applying Exercise

11.1 we obtain the result. 2

Theorem 11.14 If � is a primitive nth root of unity, then

OQ (� ) = Z[� ]:

proof We will use an induction on s, the number of prime factors in the decomposition ofn.
For s = 1 , we have already proved the result, so we consider the induction step. Let us suppose
that the result is true up to s � 1. We now consider the cases. We have

n = p� 1
1 p� 2

2 � � � p� s
s = m1m2;

where m1 = p� 1
1 and m2 = p� 2

2 � � � p� s
s . As m1 and m2 are coprime, from Proposition 7.6

Q(� m 1 )Q(� m 2 ) = Q(� n );

where � u is a primitive uth root of unity. From Proposition 11.10 (or the induction hypothesis),

disc(OQ (� m 1 ) ) = discQ (� m 1 )=Q (1; � m 1 ; : : : ; � � (m 1 ) � 1
m 1

);
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becausef 1; � m 1 ; : : : ; � � (m 1 ) � 1
m 1 g is an integral basis ofOQ (� m 1 ) . Also, by the induction hypothesis,

disc(OQ (� m 2 ) ) = discQ (� m 2 )=Q (1; � m 2 ; : : : ; � � (m 2 ) � 1
m 2

);

becausef 1; � m 2 ; : : : ; � � (m 2 ) � 1
m 2 g is an integral basis of OQ (� m 2 ) . From Lemma 11.5, asm� (m 1 )

1

and m� (m 2 )
2 are coprime, so are the discriminants disc(OQ (� m 1 ) ) and disc(OQ (� m 2 ) ). In addition,

Q(� m 1 ) and Q(� m 2 ) are linearly disjoint over Q, because� (m1m2) = � (m1)� (m2). Applying
Theorem 11.12 and the induction hypothesis, we obtain

OQ (� n ) = OQ (� m 1 ) OQ (� m 2 ) = Z[� m 1 ]Z[� m 2 ]:

Given that � m 2
n is a primitive m1th root of unity, � m 1 2 Z[� n ]. In the same way, � m 2 2 Z[� n ], so

Z[� m 1 ]Z[� m 2 ] � Z[� n ]. Moreover, asm1 and m2 are coprime, there exist integersu and v such
that m1u + m2v = 1 . Thus,

� n = ( � m 2
n )v (� m 1

n )u 2 Z[� m 1 ]Z[� m 2 ] =) Z[� n ] � Z[� m 1 ]Z[� m 2 ];

therefore
Z[� n ] = Z[� m 1 ]Z[� m 2 ] = OQ (� n ) ;

as required. 2

We now turn to the discriminant of a cyclotomic number ring OQ (� ) . Proposition 10.9 ensures
that

�(� n ) = discQ (� )=Q (1; �; : : : ; � � (n ) � 1) = disc(OQ (� ) );

so, in �nding disc(OQ (� ) ), we �nd �(� n ), or vice-versa. In fact, we have already found�(� pr ),
where p is a prime number and r a positive integer (Corollary 10.6). We now generalize this
result. Theorem 11.13 will play an important role.

Theorem 11.15 Let � be a primitive nth root of unity. Then

�(� n ) = disc(OQ (� ) ) =
(� 1)cn n� (n )

Q
pjn p

� ( n )
p � 1

;

where cn = � (n )
2 , if n 6= 2 and c2 = 0 .

proof We will use an induction on s, the number of prime factors in n. First, if n has a single
prime factor p, the n = pr , for somer 2 N � . In Corollary 10.6 we found the expression

�(� pr ) = ( � 1)cppr � 1 ( r (p� 1) � 1) ;

where c = � (pr )
2 , if p is odd or r > 1, and c = 0 otherwise. However,

(pr ) � (pr ) = ( pr )pr � 1 (p� 1) = ppr � 1 r (p� 1)

and Y

pjpr

p
� ( p r )
p � 1 =

Y

pjpr

ppr � 1
= ppr � 1

:

Hence, ifn = pr , i.e., s = 1 , then the expression for�(� n ) given in the statement of the theorem
is correct.
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Let us now suppose thats � 2 and that the result is true up to s � 1. We have

n = p� 1
1 p� 2

2 � � � p� s
s = m1m2;

wherem1 = p� 1
1 and m2 = p� 2

2 � � � p� s
s . As in the proof of Theorem 11.14, we �nd that disc(Om 1 )

and disc(Om 2 ) are coprime. Using the induction hypothesis and Theorem 11.13 we obtain

disc(OQ (� n ) ) =

0

@(� 1)cm 1 m� (m 1 )
1

Q
pjm 1

p
� ( m 1 )

p � 1

1

A

� (m 2 )

�

0

@(� 1)cm 2 m� (m 2 )
2

Q
pjm 2

p
� ( m 2 )

p � 1

1

A

� (m 1 )

=
(� 1)cm 1 � (m 2 )+ cm 2 � (m 1 ) n� (n )

Q
pjn p

� ( n )
p � 1

:

To �nish the induction step we only need to consider the term (� 1)cm 1 � (m 2 )+ cm 2 � (m 1 ) . If all the
primes in n are odd, then

cm 1 � (m2) = cm 2 � (m1) =) (� 1)cm 1 � (m 2 )+ cm 2 � (m 1 ) = ( � 1)2 � ( n )
2 = 1 :

If p1 = 2 and � 1 � 2, then we have an analogous argument. To �nish, suppose thatp1 = 2 and
� 1 = 1 . Then

cm 1 � (m2) + cm 2 � (m1) =
� (m1)� (m2)

2
=

� (n)
2

= cn ;

becausen has at least two factors. This ends the induction step. 2

We have seen in Theorem 11.14 that if� is a primitive nth root of unity, then the number
ring of Q(� ) is Z[� ]. In Theorem 11.6 we observed a similar phenomenon for the case where
� is the square root of a square-free integerd = 2 ; 3 (mod 4). In the next proposition we give
another criterion.

Proposition 11.11 If K is a number �eld, then there is an algebraic integers such that K =
Q(s). If the discriminant of the minimal polynomial m(s;Q) is a square-free integer, thenOK =
Z[s].

proof The primitive element theorem (Theorem 3.4) ensures that for any number �eldK , there
is an elementt 2 K such that K = Q(t). Since t is an algebraic number, becauseK is a �nite
extension ofQ, Lemma 11.2 ensures thatt = s

k , where s is an algebraic integer andk a positive
integer. Consequently,K = Q(s), for some algebraic integers.

As s 2 OK , we must have Z[s] � OK . We now aim to show that the condition on the
discriminant of the minimal polynomial m(s;Q) ensures the reverse inclusion. From Theorem
11.8 we obtain that the number ring OK has an integral basisf x0; : : : ; xn � 1g, wheren = [ K : Q].
Sinces 2 OK , there is a matrix M 2 M n (Z) such that

0

B
B
B
@

1
s
...

sn � 1

1

C
C
C
A

= M

0

B
B
B
@

x0

x1
...

xn � 1

1

C
C
C
A

;

Let � 1; : : : ; � n be the Q-monomorphisms fromK into C. For j = 1 : : : ; n, we have
0

B
B
B
@

� j (1)
� j (s)

...
� j (sn � 1)

1

C
C
C
A

= M

0

B
B
B
@

� j (x0)
� j (x1)

...
� j (xn � 1)

1

C
C
C
A

;
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We may write this expression in matrix form:
�
� j (si )

�
= M (� j (x i )) :

Taking determinants and squaring we obtain

discK= Q (1; s; : : : ; sn � 1) = (det M )2discK= Q (x0; x1; : : : ; xn � 1):

Now Proposition 10.9 ensures that discK= Q (1; s; : : : ; sn � 1) is the discriminant of the minimal
polynomial m(s;Q), which, by hypothesis, is a square-free integer. In addition, the discriminant
discK= Q (x0; x1; : : : ; xn � 1) belongs to Z. (Clearly, discK= Q (x0; x1; : : : ; xn � 1) 2 Q; it is integral
over Z, because eachx i is integral over Z.) Since det M 2 Z, becauseM 2 M n (Z), we have
det M = � 1, and it follows that the entries of M � 1 are integers. As

0

B
B
B
@

x0

x1
...

xn � 1

1

C
C
C
A

= M � 1

0

B
B
B
@

1
s
...

sn � 1

1

C
C
C
A

;

and the x i generate OK , the si also generateOK over Z, which proves that OK � Z[s], as
required, and soOK = Z[s].

As the set f 1; s; : : : ; sn � 1g is independant overZ, it is an integral basis of OK . 2

Example Let K = Q(� ), where � 1 � � + � 3 = 0 . The minimal polynomial of � over Q is
f (X ) = � 1 � X + X 3, whose discriminant is � 23. As � 23 is square-free, we haveOK = Z[� ].

Remark We should notice that, if the discriminant of the minimal polynomial of � is not square-
free, then OK may or may not be equal to Z[� ]; it is su�cient to consider the case where d is
square-free and� =

p
d.

11.5 Ideals in number rings

In this section we concentrate on the properties of ideals in number rings. Our �rst result
concerns the factor ringOK =I for an nonzero ideal. We recall thatn denotes the dimension of
K over Q.

Proposition 11.12 If I is a nonzero ideal in a number ringOK , then the factor ring OK =I is
�nite.

proof Let I be a nonzero ideal in the number ringOK and � a nonzero element ofI . We set
m = NK= Q (� ). As � 2 OK , � is an algebraic integer and som 2 Z. From the de�nition of the
norm, m 6= 0 . We claim that m 2 I : From Proposition 10.2, m = �� , where � is a product
of conjugates of� (in C); as m; � 2 K , � = m

� 2 K . As a conjugate of an algebraic integer is
also an algebraic integer,� is an algebraic integer. Thus� 2 OK and it follows that m 2 I , as
claimed.

As m 2 I , the principal ideal (m) is included in I . Since the rank of the free abelian group
OK is n, then it is easy to see thatOK =(m) is isomorphic to Zn

m , hencejOK =(m)j = mn . Also,
(m) � I implies that the mapping

� : OK =(m) �! OK =I; x + ( m) 7�! x + I

is a well-de�ned surjective homomorphism. ThereforeOK =I is �nite. 2
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Corollary 11.5 If I is a nonzero ideal in a number ringOK , then the rank of I as a free abelian
group is the same as that ofOK .

proof If rk OK = n and rk I = r , then r � n (Theorem E.3). There is a basis(e1; : : : ; en ) of
OK and elementsd1; : : : ; dr 2 Z, with di � di +1 , such that (d1eI ; : : : ; dr er ) is a basis ofI . We
de�ne a mapping � from OK onto Zd1 � � � � � Zdr � Zn � r by

� (x1e1 + � � � xn en ) = ( x1 + d1Z; : : : ; x r + dr Z; x r +1 ; : : : ; xn ):

It is clear that � is a surjective group homomorphism. Also,

Ker � = f x1e1 + � � � + xn en : x1 2 d1Z; : : : ; x r 2 dr Z; x r +1 = � � � = xn = 0g = I:

Hence, as groups,
OK =I ' Zd1 � � � � � Zdr � Zn � r :

However, OK =I is �nite, so the last term on the right-hand side must be f 0g, i.e., r = n. 2

The next property of ideals in number rings is useful.

Proposition 11.13 If I is a nonzero ideal in a number ringOK , then there is a nonzero integer
� in I .

proof Let � be a nonzero element ofI . There exists a monic polynomial f 2 Z[X ] such that
f (� ) = 0 . We may suppose that the constant term of f is nonzero. (If not, we may write
f (X ) = X sg(X ), with g(0) 6= 0 and g(� ) = 0 and replacef by g.) Then,

� jf (� ) � f (0) =) f (� ) � f (0) 2 I:

Now, f (� ) � f (0) = � f (0) 2 Z � , therefore I has a nonzero integer� . 2

Remark As Z � OK , the set Z� � I , so there is an in�nite number of nonzero integers inI .

We now consider prime ideals in a number ring.

Theorem 11.16 If I is a nonzero prime ideal in a number ringOK , then I is a maximal ideal.

proof From Proposition 11.12 we know that OK =I is a �nite ring. If I is a prime ideal, then
the quotient ring OK =I is an integral domain. However, a �nite integral domain is a �eld. This
implies that I is a maximal ideal. 2

We recall that a ring R is noetherian if every ascending sequence of idealsI 0 � I 1 � � � � is
�nally stationary, i.e., there exists an ideal I k in the sequence such thatI k = I k+1 = � � � . This
condition is equivalent to showing that every ideal I in R is �nitely generated.

Theorem 11.17 A number ring OK is noetherian.

proof We will show that every ideal I in OK is �nitely generated. If I = f 0g, then there is
nothing to prove, so let us suppose thatI is nonzero. I is a free abelian group of rankn, the
rank of OK . Thus I has a �nite basis and so is �nitely generated. 2

An integral domain D is said to be aDedekind domainif it has the following properties:
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� D is normal;

� D is noetherian;

� every nonzero prime ideal inD is maximal.

We have shown above that a number ring is a Dedekind domain. As many of the properties
of number rings are derived from their properties as Dedekind domains, for the moment we will
handle the more general case. Later we will return to the more speci�c case of number rings.
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Chapter 12

Dedekind domains

In the last chapter we de�ned the notion of a Dedekind domain and we saw that number rings
are examples of such domains. Dedekind domains are not in general UFDs. However, we will see
that the ideals have an interesting factorization similar to that found in UFDs. This statement
will be made more precise in the following. We will begin with some preliminary results.

Exercise 12.1 Show thatZ[
p

� 5] is a Dedekind domain. Prove that2 is irreducible in Z[
p

� 5],
but not prime, and so deduce thatZ[

p
� 5] is not a UFD.

12.1 Elementary results

We have seen in the last chapter that number rings are Dedekind domains. There is another
large class of Dedekind domains.

Theorem 12.1 A principal ideal domain is a Dedekind domain.

proof Let R be a PID. As every ideal in R is generated by a unique element,R is noetherian.
Next we show that R is a normal domain. Let x = a

b be an element of the �eld of fractions of
R. We suppose thata and b are coprime. If x is algebraic overR, then there exists an equation
of the form

a0 + a1

� a
b

�
+ � � � + an � 1

� a
b

� n � 1
+

� a
b

� n
= 0 ;

where the ai belong to R. Multiplying by bn we obtain an equation

bc+ an = 0

with c 2 R. Hencebc= � an . As R is a UFD and a and b are coprime,b is a unit and it follows
that b� 1 2 R. Hencex = a

b 2 R. Therefore R is a normal domain.
It remains to show that a nonzero prime ideal is maximal. Let (a) be a prime ideal in R. (a)

is included in a maximal ideal (b) and there existsk 2 R such that a = kb. As a is prime, a is
irreducible, which implies that k is invertible and it follows that (a) = ( b). 2

To continue, we need two lemmas, the second depending on the �rst.

Lemma 12.1 In a Dedekind domain D every nonzero idealI contains a product of nonzero
prime ideals.
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proof Suppose that the proposition is not true and let C be the collection of nonzero ideals in
D which do not contain a product of nonzero prime ideals. AsD is noetherian, C contains a
maximal element M . (If not, then it would be possible to create an in�nite chain of distinct
ideals, contradicting the noetherian hypothesis.) AsM 2 C, M is not a prime ideal, hence there
exist x; y 2 D n M such that xy 2 M . Clearly, M is strictly contained in the ideals M + ( x)
and M + ( y), which are not elements ofC, becauseM is maximal. It follows that M + ( x) and
M + ( y) both contain products of nonzero prime ideals, so the ideal(M + ( x))( M + ( y)) also
contains a product of nonzero prime ideals. As this ideal is included inM , which is an element
of C, we have a contradiction. 2

The proof of the second lemma is a little longer.

Lemma 12.2 Let D be a Dedekind domain, with fraction �eld K , and I a proper ideal in D .
Then there exists� 2 K n D such that �I � D .

proof If I = f 0g, then the result is obvious, so let us suppose that this is not the case. We �x
a 6= 0 in I . From Lemma 12.1, the principal ideal (a) contains a product of nonzero prime ideals.
We take such a productP1 : : : Pr , with r minimal. If r = 1 , then we have

P1 � (a) � I = P1;

becauseP1 is maximal, henceI = ( a). Since I is a proper ideal in D , we can takeb 2 D n (a);
then � = b

a =2 D, because in this case we would haveb 2 (a), a contradiction. If x 2 I then there
exists s 2 D, such that x = sa, hence

�x =
b
a

x =
b
a

sa = b 2 D;

so for r = 1 the statement is true.
Now suppose that r > 1. Since I is a proper ideal in D , Zorn's lemma ensures that there

exists a maximal idealM such that I � M . The ideal M contains at least one of the idealsPi .
(If not, then, for all i , there exists ai 2 Pi n M ; however, the product a1 � � � ar 2 M , which is
prime, implying that a certain aj 2 M , a contradiction.) If Pj is a prime ideal contained inM ,
then Pj = M , because all nonzero prime ideals are maximal. Without loss of generality let us
suppose that j = 1 . As r is minimal, there exists b 2 (P2 � � � Pr ) n (a). We consider � = b

a . As
above � =2 D, hence� 2 K n D. Then

IP 2 � � � Pr � MP2 � � � Pr = P1P2 � � � Pr � (a) =) Ib � (a):

Hence, if x 2 I then there exists s 2 D, such that xb = sa, which implies that

�x =
b
a

x = s 2 D

and so�I � D . 2

We may now establish a result which will prove important further on, but is also interesting
in its own right.

Theorem 12.2 If I is an ideal in a Dedekind domain, then there is a nonzero idealJ in D such
that IJ is a principal ideal.
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proof If I = f 0g, then we may take any ideal in D for J , because in this caseIJ = f 0g,
which is a principal ideal. So let us now takeI nonzero. We choosea 2 I , with a 6= 0 and set
J = f b 2 D : bI � (a)g. Then J is a nonzero ideal andIJ � (a).

Let us now consider the setA = 1
a IJ . As IJ � (a), A � D ; also A is an ideal in D . If

A = D, then IJ = ( a) and we have the result we are looking for. If this is not the case, thenA
is a proper ideal in D and we can apply Lemma 12.2: there exists
 2 K nD such that 
A � D .

We now notice that A contains J : as a 2 I , 1 = 1
a a 2 1

a I , henceJ � 1
a IJ . It follows that


J � 
A � D . This allows us to show that 
J � J :


A � D =) 
IJ � (a) =) (
J )I � (a) =) 
J � J:

As D is noetherian, the ideal J has a �nite generating set a1; : : : ; am . Using the relation

J � J , we may �nd a matrice M 2 M n (D ) such that




0

B
@

a1
...

am

1

C
A = M

0

B
@

a1
...

am

1

C
A ;

which implies that

(
I m � M )

0

B
@

a1
...

am

1

C
A =

0

B
@

0
...
0

1

C
A :

As the ai are not all 0, we havedet(
I m � M ) = 0 . Thus 
 is the root of a polynomial f 2 D [X ].
However, D is a normal domain, so
 2 D , a contradiction. We have shown that IJ = ( a), i.e.,
IJ is principal. 2

The result which we have just proved has two immediate consequences. The �rst of these is
a cancellation rule for ideals in a Dedekind domain.

Corollary 12.1 If A, B and C are ideals in a Dedekind domainD , with A nonzero, then

AB = AC =) B = C:

proof There exists a nonzero idealJ such that AJ is principal: AJ = ( a), with a 6= 0 , because
A and J are nonzero. Hence,

AB = AC =) AJB = AJC =) (a)B = ( a)C =) aB = aC:

Multiplying by a� 1, we obtain B = C. 2

In a commutative ring R we may de�ne a division on ideals in a natural way. If I and J are
ideals, then we say thatI divides J , and write I jJ , if there exists an idealK such that IK = J .
In Dedekind domains this is equivalent to an inclusion condition.

Corollary 12.2 If A and B are ideals in a Dedekind domain, then

AjB () A � B:

proof If A divides B , then there exists an idealC such that AC = B . If b 2 B , then there exist
a1; : : : ; as 2 A and c1; : : : ; cs 2 C such that b = a1c1 + � � � + ascs. However, ai ci 2 A, for all i ,
and sob 2 A. Therefore B � A.
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Now suppose thatA � B . If A = f 0g, then B = f 0g and it is clear that A divides B . Suppose
now that A 6= f 0g. There exists a nonzero idealJ and a 2 D � such that AJ = ( a). Let us set
C = 1

a JB . Then

B � A =)
1
a

JB �
1
a

JA =
1
a

(a) = D:

It is easy to see thatC is an ideal in D . We have

AC = A
1
a

JB = DB = B

and soA divides B . 2

12.2 Prime factorization of ideals

We have seen that a nonzero ideal in a Dedekind domain contains a product of nonzero prime
ideals. In fact, we can strengthen this statement.

Theorem 12.3 In a Dedekind domain D , every ideal I 6= f 0g; D can be expressed in a unique
way as a product of nonzero prime ideals.

proof Suppose that there exists an idealI 6= f 0g; D which cannot be expressed as a product of
prime ideals. As D is noetherian, the collection of such ideals has a maximal elementM . The
ideal proper M is included in a maximal ideal P. As P is a maximal ideal, P is a prime ideal.
However, from Corollary 12.2, P � M implies that P jM , i.e., there exists an idealI such that
P I = M . Using Corollary 12.2 again, we obtainI � M . If I = M , then, using Corollary 12.1,

DM = DPI = PDM = PM =) D = P;

a contradiction. Hence we haveM $ I and soI is a product of prime ideals. AsM = P I , M is
also a product of prime ideals, which is a contradiction. It follows that an any ideal I 6= f 0g; D
is a product of prime ideals.

We now consider the uniqueness. Suppose that

P1P2 � � � Pr = Q1Q2 � � � Qs;

where the Pi and Qj are nonzero prime ideals (not necessarily distinct). Then

P1jQ1Q2 � � � Qs =) P1 � Qi ;

for somei (see the proof of Lemma 12.2). Without loss of generality, let us suppose thati = 1 .
As Q1 is maximal, P1 = Q1. Using Corollary 12.1 we obtain

P2 � � � Ps = Q2 � � � Qr :

Continuing in the same way we obtain the postulated uniqueness. 2

Corollary 12.3 In a Dedekind domain a countable intersection of distinct nonzero prime ideals
is trivial.
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proof Let (Pn )n 2 N be a collection of distinct nonzero prime ideals in a Dedekind domainD
and I = \ n 2 N Pn . We have

Pn � I =) Pn jI;

for each n. If I is nontrivial, then I has a unique decomposition into prime ideals and eachPn

must appear in this decomposition. This is impossible, because the decomposition is composed
of a �nite number of prime ideals. Hence the result. 2

An integral domain which is principal ideal domain (PID) is always a unique factorization
domain (UFD). For a Dedekind domain the converse is also true. This is a corollary of the
theorem which we have just proved.

Corollary 12.4 A Dedekind domain which is a UFD is a PID.

proof Let D be a Dedekind domain andI an ideal in D . If I = f 0g or I = D , then I is
clearly principal, so let us suppose that this is not the case. From Theorem 12.2,I divides a
nonzero principal ideal (a). As D is a UFD, we may write a as a product of irreducible elements:
a = p1 � � � ps. Each principal ideal (pi ) is a prime ideal and we have

(a) = ( p1) � � � (ps):

As I divides (a), there exists an idealC such that

IC = ( p1) � � � (ps):

By Theorem 12.3 there exist(pi 1 ); : : : ; (pi u ) such that

I = ( pi 1 ) � � � (pi u ) = ( pi 1 � � � pi u ):

We have shown that I is a principal ideal. 2

Remark We might be tempted to think that the ideals in a Dedekind domain form a UFD.
However, the ideals in a nontrivial ring do not form an additive group: If I is a nonzero ideal,
then I + I = I , which would not be possible if I had an additive inverse. We can only a�rm
that the ideals form a monoid.

12.3 Ideal classes

If R is an integral domain, then we may de�ne a relationR on the nonzero ideals inR as follows:
I RJ if and only if there exist elements �; � 2 R n f 0g such that �I = �J . It is easy to see
that R is an equivalence relation, so we will write� for R . We de�ne a multiplication on the
equivalence classes in an obvious way:

[I ][J ] = [ IJ ]:

This multiplication is well-de�ned, since I � I 0 and J � J 0 implies that IJ � I 0J 0. We will
show that the equivalence classes with this multiplication form a monoid and, in the case of a
Dedekind domain, a group.

Lemma 12.3 If R is an integral domain, I an ideal in R and there exists� 6= 0 such that �I
is principal, then I is principal.
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proof Let �I = ( a). Then there exists u 2 I such that a = �u . If s 2 I , then we may �nd
v 2 R such that �s = va. We have

�s = v�u =) � (s � vu) = 0 = ) s = vu:

It follows that I � (u). As u 2 I , (u) � I and so we haveI = ( u). 2

We now consider a particular equivalence class.

Proposition 12.1 If R is an integral domain, then the nonzero principal ideals form an equiv-
alence class.

proof Let I be a nonzero principal ideal: I = ( a). If J is also a nonzero principal ideal and
J = ( b), then

b(a) = a(b) =) I � J;

henceJ 2 [I ].
Now suppose thatJ is a nonzero ideal inR and I � J : there exist �; � 2 R n f 0g such that

�I = �J . If I = ( a), then �J = � (a) = ( �a ). From Lemma 12.3, J is principal. Therefore the
class ofI is composed of the nonzero principal ideals inR. 2

We will note the set of equivalence classesCl(R). Clearly, Cl(R) contains a unique element
if and only if R is a PID.

Theorem 12.4 Cl(R) is a monoid. If R is a Dedekind domain, thenCl(R) is a group.

proof It is clear that the multiplication which we have de�ned is associative. We claim that the
class of nonzero principal ideals, which we noteE , is a neutral element. To see this, let(a) be a
nonzero principal ideal and I any nonzero ideal. Then(a)I = aI . As aI = 1aI , I � aI and it
follows that E [I ] = [ I ]. Thus Cl(R) is a monoid.

Now suppose that R is a Dedekind domain andI a nonzero ideal. From Theorem 12.2 we
know that there is a nonzero idealJ such that IJ is principal. Moreover, IJ 6= f 0g, sinceI 6= f 0g
and J 6= f 0g. Hence the class[I ] has an inverse[J ]. Therefore Cl(R) is a group. 2

The group of classesCl(D ) of a Dedekind domainD is called the ideal class groupof D .

12.4 hcf and lcm

We have seen above that division of ideals in a Dedekind domain may be characterized by a
simple inclusion condition: I jJ () I � J . Keeping this in mind, we will now study in more
detail the division of ideals in a Dedekind domain.

We de�ne a highest common factor(hcf) and a lowest common multiple(lcm) of two ideals
in the same way as we do in an integral domain. LetI and J be nontrivial, proper ideals in a
Dedekind domain D . An ideal U is an hcf of I and J if

� UjI , UjJ ;

� X jI; X jJ =) X jU.

An ideal V is an lcm of I and J if
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� I jV , J jV ;

� I jY; JjY =) V jY .

Exercise 12.2 Show that thehcf and the lcm are unique; hence we can speak of thehcf and
the lcm of two ideals.

Another point is worth making. We say that two elements in an integral domain are coprime
if they have 1 as an hcf. If R is a PID and x and y are coprime, then there exista; b 2 R such
that ax + by = 1 . This is equivalent to saying that (x) + ( y) = R. This suggests the following
generalization: if I and J are ideals in ring R, then we say that these ideals arecoprime, if
I + J = R.

Proposition 12.2 If I and J are nontrivial, proper ideals in a Dedekind domainD , then

hcf(I; J ) = I + J and lcm(I; J ) = I \ J:

proof First the hcf. We have

I + J � I; J =) I + J jI; I + J jJ

and
X jI; X jJ =) X � I; X � J =) X � I + J =) X jI + J;

hence hcf(I; J ) = I + J .
Now we consider the lcm. We have

I; J � I \ J =) I jI \ J; J jI \ J

and
I jY; JjY =) I � Y; J � Y =) I \ J � Y =) I \ J jY;

hence lcm(I; J ) = I \ J . 2

The following characterizations of the hcf and lcm are not di�cult to establish:

Proposition 12.3 Let D be a Dedekind domain andI , J nontrivial, proper ideals in D . We
note P1; : : : Ps the prime ideals appearing in the factorization into products of prime ideals in
either I or J :

I =
sY

i =1

Pm i
i and J =

sY

i =1

Pn i
i ;

where themi and the ni are elements ofN and, for any given i , mi and ni are not both equal to
0. Then

hcf(I; J ) =
sY

i =1

Pmin( m i ;n i )
i and lcm(I; J ) =

sY

i =1

Pmax( m i ;n i )
i :

Corollary 12.5 If I , J are nontrivial, proper ideals in a Dedekind domainD , then

hcf (I; J )lcm(I; J ) = IJ:

Remark Propositions 12.2 and 12.3 can be naturally generalized to a �nite number of ideals.

The following result is also useful:

140



Proposition 12.4 In a commutative ring R, if the ideals I and J are coprime, then I \ J = IJ .
If R is a Dedekind domain andI , J are nontrivial, proper ideals, then the converse is also true.

proof Let R be a commutative ring with ideals I and J . If I + J = R, then

I \ J = ( I \ J )R = ( I \ J )( I + J ) = ( I \ J )I + ( I \ J )J � JI + IJ = IJ:

Clearly IJ � I \ J , so I \ J = IJ .
Now suppose thatR is a Dedekind domain. Then

IJ = I \ J =) (I + J )( IJ ) = ( I + J )( I \ J ) = IJ;

becauseI + J = hcf(I; J ) and I \ J = lcm(I; J ). If I + J is a nontrivial, proper ideal, then we
have a contradiction to the unique factorization of ideals. On the other hand, clearlyI + J 6= f 0g,
so I + J = D, i.e., I and J are coprime. 2

We may slightly strengthen Theorem 12.2. To do so we need a preliminary result.

Lemma 12.4 Let I be a nonzero ideal in a Dedekind domainD . If P is a prime ideal, then
P I � I and the inclusion is strict.

proof The inclusion is clear. If I = D , then the strict inclusion is clear. On the other hand, if
I 6= D , if the inclusion is not strict, then we have a contradiction to the unicity of the factorization
of ideals, so the inclusion must be strict. 2

Theorem 12.5 If I and Q are nonzero ideals in a Dedekind domainD , then there exists an
ideal J of D such that IJ is principal and J and Q are coprime.

proof If I = D , then it is su�cient to take J = f 0g. On the other hand, if Q = D, then, from
Theorem 12.2, there is a nonzero idealJ such that IJ is principal; as J + D = D, J and D are
coprime. Let us now suppose thatI 6= D and Q 6= D.

Let P1; : : : ; Ps be the prime ideals which occur in the decomposition into prime ideals ofI
and Q. Then

I = Pm 1
1 � � � Pm s

s ;

with mi � 0,for i = 1 ; : : : ; s. If mi = 0 , then Pm i
i = D. From Lemma 12.4, for eachi 2 f 1; : : : ; sg,

we can �nd yi 2 Pm i
i n Pm i +1

i . Also, if i 6= j , then from Proposition 12.3

hcf(P i +1
i ; P j +1

j ) = P0
i P0

j = D;

so P i +1
i and P j +1

j are coprime. From the Chinese remainder theorem (Theorem F.1), we see
that there exists x 2 D such that x � yi mod Pm i +1

i , for each i 2 f 1; : : : ; sg. Thus, for all
i 2 f 1; : : : ; sg,

x 2 Pm i
i ; x =2 Pm i +1

i =) Pm i
i j(x); Pm i +1

i - (x):

This implies that I j(x) and so there exists an idealJ in D such that IJ = ( x). J and Q are
coprime, since no prime ideal divides bothJ and Q. Indeed, any prime ideal dividing both J
and Q is a Pi for somei 2 f 1; : : : ; sg. This contradicts the fact that x =2 Pm i +1

i . 2

Dedekind domains are 'almost principal', i.e., their ideals are generated by at most two
elements.
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Corollary 12.6 If I is an ideal in a Dedekind domainD , then there exist x; y 2 I such that
I = ( x; y).

proof From Theorem 12.2 we know that there is a nonzero idealQ in D such that IQ is principal:
there exists y 2 D such that IQ = ( y). In addition, Theorem 12.5 ensures the existence of an
ideal J in D such that IJ is principal and J and Q coprime: IJ = ( x), for somex 2 IJ . We
have

(x; y) = ( x) + ( y) = IJ + IQ = I (J + Q) = ID = I;

the result we were looking for. 2

We have seen above in Corollary12.4 that a Dedekind domain which is a UFD is a PID. We
can use Theorem 12.5 to obtain another criterion for a Dedekind domain to be a PID.

Corollary 12.7 A Dedekind domain with only a �nite number of prime ideals is a PID.

proof Let D be a Dedekind domain with only a �nite number of prime ideals. We write Q for
the product of these ideals. If I is a nonzero ideal inD , then from Theorem 12.5 there is an
ideal J such that IJ is a principal ideal (a), with J and Q coprime. As J and Q are coprime,
we must haveJ = D. Hence

(a) = IJ = ID = I;

therefore I is principal. 2

12.5 Fractional ideals

If R is a commutative ring, then by de�nition R is an R-module and an ideal ofR is an R-
submodule. In an integral domain we may extend the notion of ideal. This proves to be par-
ticularly useful in Dedekind domains. Let R be an integral domain with �eld of fractions K .
If J is an R-submodule of K such that rJ � R, for some r 2 R� , then we say that J is a
fractional ideal. We call r a denominator of J . Setting r = 1 , we see that an ordinary ideal is a
fractional ideal, so the notion of fractional ideal does indeed generalize that of ideal. When han-
dling fractional ideals we sometimes refer to ordinary ideals asintegral ideals to distinguish them.

Example 2
3 Z is a fractional ideal of Z, but not an integral ideal.

The ring R is a fractional ideal, but in general its �eld of fractions K is not. If K is a
fractional ideal, then there exists r 2 R� such that rK � R. As r is inversible in K , we have
K = 1

r R. Now, 1
r 2 2 K , so 1

r 2 = 1
r s, with s 2 R. This implies that s = 1

r , i.e., 1
r 2 R, and so

K = R. We will suppose that K 6= R.

We de�ne the addition and multiplication of fractional ideals in the same way as we do for
ideals, i.e.,

I + J = f x + y : x 2 I; y 2 J g and I � J = f
nX

i =1

x i yi : n � 1; x i 2 I; y i 2 J g:

As in general for multiplication, we write IJ for I � J .

Proposition 12.5 If I and J are fractional ideals with denominators r and s respectively, then
I \ J , I + J and IJ are fractional ideals with respective denominatorsr or s, rs and rs.
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proof There is no di�culty in seeing that I \ J , I + J and IJ are R-submodules ofK . In
addition,

r (I \ J ) � rI � R; rs (I + J ) � rI + sJ � R and rs(IJ ) = ( rI )(sJ ) � R:

This ends the proof. 2

Proposition 12.6 Let R be an integral domain. The nonzero fractional ideals ofR are the
expressions of the formJ = �I , where I is a nonzero ideal ofR and � 2 K � .

proof Let J = �I , where I is a nonzero ideal ofR and � 2 K � . If � = a
b , with a; b2 R� , then

bJ = aI � I � R, therefore J is a nonzero fractional ideal ofR.
Now let J be a nonzero fractional ideal ofR. There exists r 2 R� such that rJ � R. More-

over, J = 1
r (rJ ) and rJ is an ideal of R. As 1

r 2 K � , J has the required form. 2

Remark An R-submodule is not necessarily a fractional ideal. For example,Z[ 1
2 ] is a Z-

submodule contained in Q, but is not a fractional ideal of Z. (There is no positive integer
n such that nZ[ 1

2 ] � Z).

Exercise 12.3 Let R be an integral domain. Prove the following statements:

� a. If J is a fractional ideal of R and r a denominator, then rJ is an integral ideal of R.

� b. If a fractional ideal J of a ring R is contained in R, then J is an integral ideal of R.

The next result enables us to characterize fractional ideals in the case where the ringR is
noetherian.

Proposition 12.7 Let R be a noetherian domain. The nonzero fractional ideals ofR are the
nonzero �nitely generated R-submodules ofK , where K is the �eld of fractions of R.

proof Let J be a nonzero �nitely generatedR-submodule ofK :

J = Rx1 + � � � + Rxn ;

where x i = a i
bi

, with ai 2 R and bi 2 R� . If we set b = b1 � � � bn , then bJ � R and so J is a
nonzero fractional ideal ofR.

Reciprocally, let J be a nonzero fractional ideal ofR and r a denominator ofJ . Then J � 1
r R.

As an R-module, 1
r R is isomorphic to R, hence 1

r R is a noetherianR-module. SinceJ is a sub-
module of 1

r R, J is a �nitely generated R-module. 2

The product of two nonzero fractional ideals is a nonzero fractional ideal and the multipli-
cation is associative. If J is a fractional ideal, then, using the fact that J is an R-module, we
have

RJ � J = 1J � RJ;

and soR is an identity for the multiplication. It follows that the nonzero fractional ideals form
a semigroup. In the case of a Dedekind domain the nonzero fractional ideals form a group, as
we will presently see.

Proposition 12.8 Every nonzero fractional ideal in a Dedekind domainD has an inverse in
the set of fractional ideals. More explicitly, if I is a nonzero fractional ideal of D and J = f x 2
K; xI � Dg, then J is a fractional ideal and IJ = D.
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proof Let us �rst suppose that I is a nonzero integral ideal. It is easy to see thatJ is a nonzero
D-submodule ofK , the �eld of fractions of D . If r is a nonzero element ofI (and so of R) and
x 2 J , then rx 2 D, so there existsr 2 D � such that rJ � D . Thus J is a nonzero fractional
ideal.

Let a 2 I , with a 6= 0 , and Ja = f b 2 D : bI � (a)g. The proof of Theorem 12.2 shows that
IJ a = ( a). In addition, 1

a Ja = J . Indeed, 1
a Ja is clearly included in J and every c 2 J can be

written c = 1
a ca and ca 2 Ja . Thus

IJ = I
1
a

Ja =
1
a

(a) = D;

therefore J is an inverse ofI .
Now let us consider the more general case, i.e,I is a nonzero fractional ideal, which is not

necessarily integral. There exists a nonzero integral idealA and � 2 K � , where K is the �eld
of fractions of D , such that I = �A (Proposition 12.6). If we set B = � � 1A � 1, then B is a
fractional ideal and IB = D, so I has an inverse, namelyB . It remains to show that B = J =
f x 2 K; xI � Dg. From the �rst part of the proof we know that A � 1 = f x 2 K : xA � Dg.
If u 2 I � 1, then u = � � 1x, where xA � D , which implies that u�A � D and it follows that
u 2 J . We have shown that I � 1 � J . To complete the proof, we show thatJ � I � 1. If u 2 J ,
then uI � D , i.e., u�A � D . This implies that u� 2 A � 1 and sou 2 � � 1A � 1 = I � 1. Therefore
J � I � 1. 2

Corollary 12.8 The nonzero fractional ideals of a Dedekind domain form an abelian group.

In fact, Proposition 12.8 has a converse. IfR be an integral domain, then the nonzero
fractional ideals form a monoid, with identity R. The nonzero invertible fractional ideals form
an abelian group. If R is a Dedekind domain, then every nonzero fractional ideal is invertible,
hence the result of Corollary 12.8. However, the converse is also true.

Proposition 12.9 If R is an integral domain such that every nonzero fractional ideal is invert-
ible, then R is a Dedekind domain.

proof We must show that R is noetherian, that prime ideals are maximal and that R is normal.
Let K be the �eld of fractions of R.

Let I be a nonzero (integral) ideal ofR. Then I is invertible and J = f x 2 K : xI � Rg
is the inverse of I . (We can easily verify that IJ = R and in a monoid, if an element has an
inverse, then this inverse is unique.)

As IJ = R, there exist a1; : : : ; an 2 I and b1; : : : ; bn 2 J such that a1b1 + � � � + an bn = 1 . If
a 2 I , then

a = a1(b1a) + � � � + an (bn a) 2 (a1; : : : ; an );

becausebi a 2 R, for i = 1 ; : : : ; n. It follows that I � (a1; : : : ; an ). Clearly (a1; : : : ; an ) � I , so
we have equality. As every ideal is �nitely generated,R is noetherian.

Let P be a prime ideal in R and M a maximal ideal containing P. As M is invertible, there
exists an ideal J such that P = JM . (J = M � 1P � R, becauseP � M ; from Exercise 12.6
the fractional ideal J is an integral ideal.) SinceP is a prime ideal, we haveJ � P or M � P.
(If J 6� P and M 6� P, then there exist x 2 J n P and y 2 M n P; but xy 2 JM = P, a
contradiction.) If J � P, then P = JM � PM ; multiplying by P � 1, we obtain R � M , a
contradiction. Therefore M � P and it follows that M = P. HenceP is a maximal ideal.
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It remains to show that R is a normal domain. Let x 2 K be integral over R. Then there
exist elementsc0; c1; : : : ; cn � 1 2 R such that xn = c0 + c1x + � � � cn � 1xn � 1. Let

A = f y 2 K : y =
n � 1X

i =0

ui x i ; ui 2 Rg:

A is clearly an R-module. The elementx = r
s , with r 2 R and s 2 R� , so sn � 1A is a subset

of R. HenceA is a fractional ideal of R. Since xn 2 A, we havexA � A. By hypothesis A is
invertible, so multiplying by A � 1 we obtain x 2 R. Therefore R is integrally closed in K , i.e., R
is a normal domain. 2

Remark Propositions 12.8 and 12.9 provide us with a useful characterization of Dedekind do-
mains, which will use further on.

Decomposition of fractional ideals

We have seen that in a Dedekind domainD an ideal I 6= f 0g; D can be written in a unique
way as a product of prime ideals. We may extend this result to fractional ideals.

Theorem 12.6 If J is a fractional ideal in a Dedekind domain andJ 6= f 0g; D , then

J = Pn 1
1 � � � Pn r ;

where thePi are distinct nonzero prime ideals ofD and the ni integers (possibly negative). This
decomposition is unique.

proof We �rst observe that such a decomposition exists. AsJ is a fractional ideal there is an
r 2 D � such that rJ � D . Clearly rJ is a nonzero ideal ofD . There are two cases to consider:
1: r is a unit of D , 2: r is not a unit of D .

Case 1. If r is a unit of R, then J is subset ofD , hence an ideal ofD (Exercise 12.6). By
hypothesis, J 6= D, so we have the required decomposition.

Case 2. If r is not a unit, then rD is a nonzero proper ideal inD and so there exists a
decomposition

rD = Pn 1
1 � � � Pn r

n ;

where the Pi are distinct prime ideals and the ni positive integers. From Proposition 12.8 each
Pi has an inverse in the set of fractional ideals. Consequently,rD has an inverse in the set of
fractional ideals:

(rD ) � 1 = P � n 1
1 � � � P � n r

r : (12.1)

As rJ is an integral ideal of D (Exercise 12.6), we haveDrJ = rJ , thus

r � 1DrJ = J =) (rD ) � 1rJ = J:

If rJ = D , then (rD ) � 1 = J and, using Equation (12:1), we obtain a decomposition ofJ of the
required type. On the other hand, if rJ 6= D, then rJ is a nonzero proper ideal ofD and it
follows that J has a decomposition of the required type.
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We now consider the unicity of the decomposition. If

Pm 1
1 � � � Pm r

r = Qn 1
1 � � � Qn s

s

and all the exponents are positive, then there is no di�culty as we have an ideal inD . The Pi

and Qj are the same with the same positive powers. Suppose now that there are negative powers
in the expression. If, for example,ns < 0, then we may multiply both sides of the expression
by Q� n 1

s . If we do this for all prime ideals with negative powers, then we obtain an expression
with positive powers of the Pi and the Qj on both sides. If we now have aQj on the lefthand
side, then we must have aPi on the righthand side such that Qj = Pi and � nj = � mi , which
implies that nj = mi . If a Qj remains on the righthand side, then there must be aPi on the
lefthand side such that Qj = Pi and nj = mi . We may use an analagous argument for thePi

and so obtain the uniqueness of the decomposition. 2

We may distinguish the integral ideals among the fractional ideals in a simple way, as the
next result shows.

Corollary 12.9 A nonzero fractional ideal J of a Dedekind domainD , such that J 6= D, is an
integral ideal if and only if the powers of all the prime ideals in its decomposition are positive.

proof If all the powers are positive, then we have a product of ideals, which is an ideal.
Suppose now that at least one powermi is negative:

J = Pm 1
1 � � � Pm i

i � � � Pm r
r ;

with mi < 0. If J is an ideal, then we may write

J = Qn 1
1 � � � Qn s

s ;

where the Qj are ideals andnj > 0, for all j . Given the uniqueness of the factorization ofI , we
must have Pi = Qj for somej , and mi = nj . However, this is impossible, because

Pm i
i = Qn j

j =) Pn j � m i
i = D

and nj � mi � 2 and Pi is a proper ideal. Hence, if a power of a prime ideal in the decomposition
is negative, J is not an ideal. 2

Further properties of fractional ideals

Certain properties of ideals may be generalized to fractional ideals. First we consider divis-
ibility. Let I and J be fractional ideals in a Dedekind domainD . We say that I divides J if
there exists an integral ideal H such that IH = J .

Exercise 12.4 Show that division de�nes an order relation on fractional ideals.

Exercise 12.5 Show that division of fractional ideals is equivalent to inclusion, i.e., if I and J
are fractional ideals of a Dedekind domainD , then I divides J if and only if I contains J .

It is also interesting to notice that inclusion is reversed by inversion:

Exercise 12.6 Let I and J be nonzero (integral) ideals in a Dedekind domainD . Show that if
I � J then J � 1 � I � 1. Deduce that this is also the case for any pair of nonzero fractional ideals.
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If R � S are commutative rings and I an ideal in R, then we de�ne an ideal SI in S, the
extension of I in S , by letting SI be the collection of �nite sums of the form

P m
i =1 si x i , with

si 2 S and x i 2 I . This is the smallest ideal in S containing I (or the ideal in S generated by
I ). We may generalize this idea to fractional ideals.

Let C be Dedekind domain andD a commutative ring containing D . We note K the �eld of
fractions of C. If J � K is a fractional ideal of D , then we write DJ for the collection of �nite
sums of the form

P m
i =1 di x i , with di 2 D and x i 2 J . We claim that, if D is an integral domain,

then DJ is a fractional ideal of D . Indeed, DJ is clearly a D-module of the �eld of fractions
of D and any denominator of J is a denominator of DJ . This fractional ideal is the smallest
fractional ideal of D containing J .

If R � S are commutative rings and I an ideal in R, then it is not necessarily the case that
SI \ R = I . For example, if R = Z, S = Q and I = (2) , then SI = S, becauseQ is the only
nonzero ideal inQ. As Q \ Z = Z 6= (2) , in this caseSI \ R 6= I . This example also shows that,
even if R and S are Dedekind domains, it may not be true that SI \ R = I . The following result
provides a framework where this property holds.

Theorem 12.7 Let C be Dedekind domain,D a commutative ring containing C and K the �eld
of fractions of C. In addition, we suppose thatC \ D � K .

� a. If J is a fractional ideal of C, then DJ \ K = J ;

� b. If I is an (integral) ideal of C, then DI \ C = I .

proof a. To begin with, DJ \ K is always a fractional ideal of C. Indeed, it is clearly a C-
submodule ofK and any denominator of J is a denominator ofDJ \ K , becauseD \ K � C. If
J = f 0g, then the result is evident, so suppose that this is not the case. Proposition 12.8 ensures
that J has an inverse. Then

D = DC = D(JJ � 1) = ( DJ )(DJ � 1);

hence
C � D \ K =

�
(DJ )(DJ � 1)

�
\ K � (DJ \ K )(DJ � 1 \ K ):

SinceDJ \ K is a fractional ideal of C, from Proposition 12.8 again,DJ \ K has an inverse. We
have

C = ( DJ \ K )(DJ \ K ) � 1 =) (DJ \ K )(DJ \ K ) � 1 � (DJ \ K )(DJ \ � 1 \ K ):

Now, using Exercise 12.5, we obtain

(DJ \ K ) � 1 � DJ � 1 \ K:

SinceJ � DJ \ K , from Exercise 12.6,

D (J � 1) \ K � J � 1 � (DJ \ K ) � 1

and so
(DJ \ K ) � 1 = DJ � 1 \ K = J � 1 =) DJ \ K = J;

as required.

147



b. Let I be an (integral) ideal in C. SinceI is also a fractional ideal, the part a. ensures that

DI \ K = I:

Taking the intersection with D on both sides leads to

DI \ (K \ D ) = I:

Clearly C � K \ D and we have seen in parta. that K \ D � C, so K \ D = C and it follows
that DI \ C = I . 2

Example If D is integral over C, then D \ K is included in the integral closure ofC in K . As C
is a normal domain, its integral closure inK , its �eld of fractions, is C itself. Thus D \ K � C
and so Theorem 12.7 applies.

If R is an integral domain, then we may extend the equivalence relation de�ned in Section
12.3 to fractional ideals. In the same way as for the nonzero integral ideals, we de�ne a relation
R on the nonzero fractional ideals ofR as follows: I RJ if and only if there exist elements
�; � 2 R n f 0g such that �I = �J . There is no di�culty in seeing that R is an equivalence
relation and so we write � for R .

Proposition 12.10 If R is a Dedekind domain andI is a nonzero fractional ideal in R, then
there is a nonzero integral idealJ such that I � J .

proof Let I be a nonzero fractional ideal. From the decomposition of fractional ideals we obtain
the existence of integral idealsB and C such that I = B

C , with C nontrivial. We take t 2 C, with
t 6= 0 . Then C � Rt =) CjRt . Hence there exists an integral idealE � R such that CE = Rt .
Therefore we have

(Rt )I = Rt
B
C

=
CEB

C
= EB =) tI = 1EB;

henceI � EB . 2

Remark From the above proposition, every equivalence class contains an integral ideal.

12.6 Localization in a Dedekind domain

Before studying localization in a Dedekind domain, we will �rst revise (or introduce, for those
not familiar with localization) the basic notions of localization in a commutative ring.

Let R be a commutative ring. A subsetU of R is said to be multiplicative if

� 1 2 U ;

� x; y 2 U =) xy 2 U.

We de�ne a relation R on R � U by

(r; u )R(r 0; u0);

if there exists t 2 U such that
t(ru 0 � r 0u) = 0 :
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It is easy to show that R is an equivalence relation, so we will write� for R . Also, we write r
u for

the equivalence class of(r; u ). In general, we writeU � 1R for the collection of equivalence classes.

We may give U � 1R a ring structure:

r
u

+
r 0

u0 =
ru 0+ r 0u

uu0 and
r
u

�
r 0

u0 =
rr 0

uu0:

It is easy to check that these operations are well-de�ned and thatU � 1R with these operations is
a commutative ring. (The element 0

1 (resp. 1
1 ) is the identity for the addition (resp. multiplica-

tion).) The ring we have obtained is called the localization of R with respect to U. Clearly, the
procedure we have used generalizes the construction of the rational numbers, withR = Z and
U = Z � .

Exercise 12.7 Show thatU � 1R is a zero ring if and only if 0 2 U.

From now on we suppose that0 =2 U.

Exercise 12.8 Show that, if R is an integral domain and K its �eld of fractions, then the
mapping

� : U � 1R �! K;
r
u

7�!
r
u

is an injective ring homomorphism. It follows that, if R is an integral domain, then so isU � 1R,

For a commutative ring R, the mapping

� : R �! U � 1R; r 7�!
r
1

is a ring homomorphism. In addition, if u 2 U, then

u
1

�
1
u

=
u
u

=
1
1

;

so the elements of� (U) are invertible in U � 1R.

Exercise 12.9 Show that the mapping� de�ned above is injective if and only if U has no zero
divisors. It follows that, if R is an integral domain, then � is injective.

If X is a subset ofR, then we set

U � 1X = f
x
u

: x 2 X; u 2 Ug:

Clearly, if I is an ideal in R, then U � 1I is an ideal in U � 1R. It is not di�cult to see that U � 1I
is the collection of all �nite sums of the form

P n
i =1 yi � (x i ), where yi 2 U � 1R and x i 2 I , which

is the ideal in U � 1R generated by� (I ). If � is injective, then we may considerI as a subset of
U � 1R and we write (U � 1R)I for U � 1I .

Remark We may extend this idea. Suppose thatA and B are commutative rings with identity
and f : A �! B a homomorphism. If I is an ideal in A, then f (I ) is not necessarily an ideal in
B , even if f is injective (for example, the image of the ideal2Z in Z by inclusion of the ring of
integers Z in the rationals Q is not an ideal in Q.) However, if we let I e be the collection of all
�nite sums of the form

P n
i =1 yi f (x i ), where yi 2 B and x i 2 I , then I e is an ideal in B , called

the extension of I (under f ) in B . I e is the ideal in B generated byf (I ). If f is an injection,
then we write BI for I e.

149



Lemma 12.5 Let I be an ideal in R. Then U � 1I is a proper ideal in U � 1R if and only if
I \ U = ; .

proof If u 2 I \ U, then 1
1 = u

u 2 U � 1I , so U � 1I is not a proper ideal. On the other hand, if
U � 1I = U � 1R, then 1

1 = r
u , for somer 2 I and u 2 U, hence there existst 2 U such that

t(u � r ) = 0 = ) tu = tr:

However, tu 2 U, becauset; u 2 U, and tr 2 I , becauser 2 I , so I \ U 6= ; . 2

The next result is elementary, but important.

Proposition 12.11 If I and J are ideals in R, then

� a. U � 1(I + J ) = U � 1I + U � 1J ;

� b. U � 1(I \ J ) = U � 1I \ U � 1J ;

� c. U � 1(IJ ) = ( U � 1I )(U � 1J ).

proof It is clear that in all three cases the lefthand side is contained in the righthand side, so
we only need to show that the righthand side is included in the lefthand side.

a. If r
u 2 U � 1I and r 0

u 0 2 U � 1J , then

r
u

+
r 0

u0 =
ru 0+ r 0u

uu0 2 U � 1(I + J );

becauseru 0 2 I and r 0u 2 J . Thus

U � 1I + U � 1J � U � 1(I + J ):

b. If r
u 2 U � 1I \ U � 1J , then there exist r 1 2 I , u1 2 U and t1 2 U such that

t1(ru 1 � r 1u) = 0 = ) t1ru 1 = t1r 1u 2 I

and r 2 2 J , u2 2 U and t2 2 U such that

t2(ru 2 � r 2u) = 0 = ) t2ru 2 = t2r 2u 2 J:

It follows that
t1t2ru 1u2 2 I \ J:

Thus there exists �u 2 U such that r �u 2 I \ J . Now r
u = r �u

u �u 2 U � 1(I \ J ), so

U � 1I \ U � 1J � U � 1(I \ J ):

c. Let r 1
u 1

; : : : ; r n
u n

2 U � 1I and r 0
1

u 0
1
; : : : ; r 0

n
u 0

n
2 U � 1J . Then

r 1

u1

r 0
1

u0
1

+ � � � +
r n

un

r 0
n

u0
n

=
r

u1u0
1 � � � un u0

n
;

where r 2 IJ , so
(U � 1I )(U � 1J ) � U � 1(IJ ):
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This ends the proof. 2

Above we introduced the mapping

� : R �! U � 1R; r 7�!
r
1

:

As � is a ring homomorphism, if J is an ideal in U � 1R, then � � 1(J ) is an ideal in R. Also, we
have seen that, ifI is an ideal in R, then U � 1I is an ideal in U � 1R. It follows that U � 1

�
� � 1(J )

�

is an ideal in U � 1R. In fact, we have a stronger result.

Proposition 12.12 If J is an ideal in U � 1R, then

U � 1 �
� � 1(J )

�
= J:

proof If r
u 2 U � 1

�
� � 1(J )

�
, then there exist r 0 2 � � 1(J ), u0 2 U and t 2 U such that

t(ru 0 � r 0u) = 0 = ) tru 0 = tur 0 2 � � 1(J ) =)
tru 0

1
2 J:

Therefore
r
u

=
tru 0

tuu0 =
tru 0

1
�

1
tuu0 2 J:

Hence
U � 1 �

� � 1(J )
�

� J:

To prove the converse, let us taker
u 2 J . Then

r
1

=
r
u

�
u
1

2 J =) r 2 � � 1(J ) =)
r
u

2 U � 1 �
� � 1(J )

�
:

Thus
J � U � 1 �

� � 1(J )
�

:

This completes the proof. 2

Let us write I R (resp. I U � 1 R ) for the collection of ideals in R (resp. U � 1R).

Proposition 12.13 The mapping

� � 1 : I U � 1 R �! I R ; J 7�! � � 1(J )

is injective.

proof If � � 1(J1) = � � 1(J2), then from Proposition 12.12 we have

J1 = U � 1 �
� � 1(J1)

�
= U � 1 �

� � 1(J2)
�

= J2

and the injectivity follows. 2

The main object of this section is to show that the localization of a Dedekind domain is a
Dedekind domain. We have already observed that the localization of an integral domainD is
an integral domain (Exercise 12.8). We now show that the noetherian property carries over to a
localization.
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Proposition 12.14 If R is a noetherian ring and U a multiplicative subset of R, then the
localization U � 1R is a noetherian ring.

proof Let � : R �! U � 1R be the standard ring homomorphism taking r to r
1 . We take an

ascending sequence of ideals inU � 1R:

J0 � J1 � J2 � � � �

The inverse images under� of these ideals form an ascending chain of ideals inR:

� � 1(J0) � � � 1(J1) � � � 1(J2) � � � �

As R is noetherian, this chain eventually stabilizes, i.e., there existsk such that

� � 1(Jk ) = � � 1(Jk+1 ) = � � �

However, the mapping� � 1 is injective (Proposition 12.13), so we have

Jk = Jk+1 = � � �

and it follows that U � 1R is noetherian. 2

Our next step is to show that

Proposition 12.15 If R is a normal domain and 0 =2 U, then U � 1R is a normal domain.

proof Let � be an element of the fraction �eld of U � 1R which is integral over U � 1R, i.e., there
exists a polynomial f (X ) =

P k � 1
i =0 ai X i + X k 2 U � 1R[X ] such that f (� ) = 0 . We take u 2 U

such that u is a multiple of the denominators of the ai , then ua0; ua1; : : : ; uak � 1 2 R. Setting
�f (X ) =

P k � 1
i =0 uk � i ai X i + X k , we have �f 2 R[X ] and �f (u� ) = 0 , so u� is integral over R. We

may also chooseu such that u� lies in the �eld of fractions of R. To see this, notice that

� =
r 1

u1
=

r 2

u2
=) u� = u

r 1

u1
=

r 2

u2
=

ur 1u2

u1
=r2:

If we chooseu 2 U to be a multiple of u1, then u� belongs to the �eld of fractions of R. As R
is a normal domain, u� 2 R, which implies that � = u�

u 2 U � 1R. It follows that U � 1R is a
normal domain. 2

To show that U � 1D is a Dedekind domain if D is a Dedekind domain we must show that
prime ideals are maximal. To do so, we �rst consider the mapping� � 1 restricted to prime ideals.

Lemma 12.6 If I is an ideal in R, then

I � � � 1(U � 1I );

with equality if I is a prime ideal disjoint from U.

proof If r 2 I , then r
1 2 U � 1I , hencer 2 � � 1(U � 1I ). This proves the �rst part of the lemma.

Now suppose thatI is a prime ideal in R such that I \ U = ; and let r 2 � � 1(U � 1I ). Then
� (r ) = r

1 2 U � 1I , so r
1 = r 0

u 0 , for somer 0 2 I and u0 2 U. Thus there exists t 2 U such that

t(ru 0 � r 0) = 0 = ) tru 0 = tr 0;

with tu0 =2 I , becauseU \ I = ; . (If tu0 2 I , then t 2 I or u0 2 I , a contradiction.) Since tr 0 2 I ,
also tru 0 2 I . Given that tu0 =2 I and I is prime, we must haver 2 I . Hence� � 1(U � 1I ) � I . 2

We will write PU � 1 R for the set of prime ideals inU � 1R and PR nU for the set of prime ideals
in R disjoint from U.
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Theorem 12.8 The mapping � � 1 restricted to PU � 1 R de�nes a bijection onto PR nU .

proof We have already observed that, ifJ is an ideal in U � 1R, then � � 1(J ) is an ideal in R and
that the mapping � � 1 is injective (Proposition 12.13). It is elementary to show that � � 1(J ) is
prime when J is prime. We must show that � � 1(J ) \ U = ; . From Lemma 12.5 and Proposition
12.12

� � 1(J ) \ U = ; () U � 1 �
� � 1(J )

�
6= U � 1R () J 6= U � 1R:

Since J is a prime ideal of U � 1R, J 6= U � 1R, so � � 1(J ) \ U = ; , as desired. We have shown
that the image of � � 1 restricted to PU � 1 R lies in PR nU .

To �nish we only need to show that � � 1(PU � 1 R ) = PR nU . Let I 2 P R nU . From Lemma 12.6
we have

I = � � 1(U � 1I ):

As I is a prime ideal in R and I \ U = ; , U � 1I is a prime ideal in U � 1R, so � � 1 restricted to
PU � 1 R is surjective. 2

Corollary 12.10 If R is a commutative ring in which every nonzero prime ideal is maximal,
then this is also the case for the localizationU � 1R.

proof Let J be a nonzero prime ideal inU � 1R which is not maximal. Then there exists a nonzero
prime ideal J 0 in U � 1R which properly contains J . From the previous theorem, both � � 1(J )
and � � 1(J 0) are nonzero prime ideals and� � 1(J ) is properly contained in � � 1(J 0). However,
this is a contradiction, because� � 1(J ) must be maximal. HenceJ is maximal. 2

Exercise 12.10 If I is a prime ideal in R and I \ U 6= ; , show that U � 1I is not a prime ideal
in U � 1R.

We are now in a position to establish the main theorem of this section.

Theorem 12.9 If D is a Dedekind domain andU a multiplicative subset ofD not containing
0, then U � 1D is a Dedekind domain.

proof We noticed in Exercise 12.11 that if the multiplicative set U has no zero divisors, then
U � 1R is an integral domain. SinceD is an integral domain, so isU � 1D. Next, from Proposition
12.14,U � 1D is a noetherian ring. Now, using Proposition 12.18, we see thatU � 1D is a normal
domain. To �nish we only need to show that every nonzero prime ideal inU � 1D is maximal.
However, this follows from Corollary 12.10. 2

Suppose now that I is an ideal in D such that I 6= f 0g; D and I = Pe1
1 � � � Per

r is the
decomposition of I into prime ideals of D . In the Dedekind domain D 0 = U � 1D the ideal J
generated byI has a decomposition into prime ideals ofD 0. The following proposition gives us
the form of this decomposition.

Proposition 12.16 Let I be an ideal of the Dedekind domainD , such that I 6= f 0g; D , and U
a multiplicative subset ofD not containing 0. If I = Pe1

1 � � � Per
r is the decomposition ofI into

prime ideals of D and J the ideal in D 0 = U � 1D generated byI , then the decomposition ofJ
into prime ideals has the form

J =
Y

P i \ U = ;

(D 0Pi )ei :
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proof First we have

J = D 0I = D 0

 
rY

i =1

Pei
i

!

=
rY

i =1

(D 0Pi )ei :

If Pi \ U 6= ; then D 0Pi contains a unit, so D 0Pi = D 0. Thus

J =
Y

P i \ U = ;

(D 0Pi )ei :

It remains to show that D 0Pi is a prime ideal if Pi \ U = ; . Let a
u ; b

v 2 D 0 be such that a
u

b
v 2 D 0Pi .

Then a
u

b
v = x

w , with x 2 Pi and w 2 U. So abw = uvx 2 Pi , becausex 2 Pi . Given that w =2 Pi ,
becausePi \ U = ; , we haveab 2 Pi , which implies that a 2 Pi or b 2 Pi . Hence a

u 2 D 0Pi or
b
v 2 D 0Pi , which shows that D 0Pi is a prime ideal. 2

A special case

If a commutative ring has a unique maximal ideal, then we say that it is alocal ring. In certain
cases the localization of a commutative ring is a local ring. We will be particularly interested in
the case where the ring is a Dedekind domain. However, we will �rst present a result giving two
characterizations of local rings.

Proposition 12.17 The following conditions are equivalent for a commutative ringR:

� a. R is a local ring;

� b. There is a proper ideal I of R which contains all the nonunits ofR;

� c. The set of nonunits of R is an ideal.

proof a: =) b: If r is a nonunit, then (r ) is a proper ideal in R and so is contained in the
unique maximal ideal of R.
b: =) c: Let A be the collection of nonunits in R. If r; r 0 2 A and x 2 R, then r + r 0 and xr are
in A. If not, then there exists a 2 R such that a(r + r 0) = 1 , or b 2 R such that b(xr ) = 1 . In
both cases,1 2 A � I and soI = R, a contradiction. HenceA is a proper ideal in R.
c: =) a: If I is the ideal of nonunits, then I is maximal. If not, then there is an ideal I 0 6= R
which properly contains I . As I 0 must contain a unit, I 0 = R. It folllows that I is maximal. If
H is a proper ideal in R, then H cannot contain a unit, so H � I . Therefore I is the unique
maximal ideal. 2

Exercise 12.11 Show that the unique maximal ideal of a local ring is composed of its nonunits.

If P is a prime ideal in the commutative ring R, then U = R nP is a multiplicative subset of
R and 0 =2 U. We write RP for the localization (R n P) � 1R. We call RP the localization of R
at P. The expressionX \ R n P = ; , for X � R, is equivalent to X � P. We also notice that
R n P has no zero divisors, so from Exercise 12.11 the mapping� : R �! RP is injective.

Theorem 12.10 If R is a commutative ring and P a prime ideal in R, then the localization RP

is a local ring, with unique maximal ideal

(R n P) � 1P = f
x
u

; x 2 P; u 2 R n Pg:
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proof As P \ R n P = ; , from Lemma 12.5, (R n P) � 1P is a proper ideal in RP . Let J be a
maximal ideal in RP . As J is prime, � � 1(J ) is a prime ideal in R, which is disjoint from R n P
by Theorem 12.8. As observed above,� � 1(J ) \ (R n P) = ; is equivalent to � � 1(J ) � P, since
� � 1(J ) � R. Then, by Proposition 12.12,

J = ( R n P) � 1 �
� � 1(J )

�
� (R n P) � 1P:

SinceJ is a maximal ideal in RP and (RnP) � 1P is a proper ideal inRP , we haveJ = ( RnP) � 1P.
It follows that (R n P) � 1P is the unique maximal ideal ofRP . 2

In accordance with the discussion after Exercise 12.11, for an idealI in R, (R nP) � 1I = RP I ,
i.e., (R n P) � 1I is composed of �nite sums of the form

x =
nX

i =1

yi � (x i );

where yi 2 RP and x i 2 I . In particular, the unique maximal ideal of RP can be written RP P.

Now let us now consider the particular case of the localization of a Dedekind domainD at a
prime ideal P.

Theorem 12.11 If D is a Dedekind domain andP a prime ideal in D , then the localization
DP is a PID.

proof From Theorem 12.9, DP is a Dedekind domain. By Theorem 12.10,DP is also a local
ring and so has a unique ideal. However, a Dedekind domain having only a �nite number of
prime ideals is a PID (Corollary 12.7), hence the result. 2

We may characterize the nonzero fractional ideals ofDP ; however, we need to do some
preliminary work. We recall that in Proposition 12.11 we showed that if U is a multiplicative
subset of the ring R, and I and J ideals, then

U � 1(IJ ) = ( U � 1I )(U � 1J ):

If R is an integral domain, P a prime ideal of R and U = R n P, then we obtain

RP (IJ ) = ( RP I )(RP J ): (12.2)

We aim to extend this relation to fractional ideals of R. First we extend the de�nition RP I to
fractional ideals. For a fractional ideal F of R we let RP F be the subset of the fraction �eld K
of RP composed of �nite sums of the form

x =
nX

j =1

f j x j ;

where i j 2 I , x j 2 RP . (If f 2 F , then f = r
r 0 , with r 2 R, r 0 2 R� ; then fx = rx

r 0 2 K and it
follows that RP F � K .) In fact, RP F is a fractional ideal of RP . If F is the zero ideal, then
there is nothing to prove, so let us suppose that this is not the case. ThenF = �I , where � 2 R�

and I an ideal of R (Proposition 12.6). If f 2 F and x 2 RP , then fx = �fsx , where s 2 I . It
follows that RP F = �R P I . As RP I is an ideal in RP , another application of Proposition 12.6
shows that RP F is a fractional ideal of RP .

We may now extend Equation (12:2) to fractional ideals.
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Proposition 12.18 If R is an integral domain, P a prime ideal in R and F , G fractional ideals,
then

RP (FG) = ( RP F )(RP G):

proof An element of RP (FG) can be written in the form x
P n

i =1 f i gI , where f i 2 F , gi 2 G
and x 2 RP . Sincex = r

u , with r 2 R and u 2 R n P, we have

x
nX

i =1

f i gI =
nX

i =1

(
r
1

f i )(
1
u

gi ) 2 RP (F )RP (G);

HenceRP (FG) � (RP F )(RP G).
Moreover, any element of(RP F )(RP G) is a �nite sum of terms of the form (xf )(yg), where

x; y 2 RP and f 2 F , g 2 G. However, (xf )(yg) = ( xy)( fg ). Given that xy 2 RP and fg 2 FG,
(xf )(yg) 2 RP (FG) and it follows that (RP F )(RP G) � RP (FG). 2

We are now are in position to establish a result which will prove essential further on. It pro-
vides us with a characterization of the nonzero fractional ideals of the localization of a Dedekind
domain at a prime ideal.

Theorem 12.12 If D is a Dedekind domain andP a nonzero prime ideal in D , then every
nonzero fractional ideal J of DP is a power of DP P and, for any m 2 Z, (DP P)m = DP Pm .
In addition, for any m � 0, DP (Pm ) \ D = Pm .

proof Theorem 12.9 ensures thatDP is a Dedekind domain and Theorem 12.10 thatDP has
a unique prime ideal, namelyDP P. Now, using Theorem 12.6, we obtain that every nonzero
fractional ideal J of DP is a power of DP P: J = ( DP P)m , for some m 2 Z. If m = 0 , then
J = DP .

Let us now show that (DP P)m = DP (Pm ). We will consider three cases, namely,m = 0 ,
m � 1 and m � � 1.

Case 1: m = 0 . For m = 0 , this amounts to showing that DP = DP D. Clearly, DP D � DP . If
a
u 2 DP , then a

u = a
u

1
1 2 DP D, so DP � DP D and we have the desired equality.

Case 2: m = � 1. For m � 1 we use an induction argument. Form = 1 , there is nothing to
prove. For m � 2, it is su�cient to apply Proposition 12.18.

Case 3: m � � 1. From Proposition 12.18 we have

DP = DP D = DP (PP � 1) = ( DP P)(DP P � 1) =) DP P � 1 = ( DP P) � 1:

If m � � 2, let us set n = � m. Then, using Proposition 12.18 again, we have

DP Pm = DP
�
(P � 1) � m �

= ( DP P � 1) � m :

However, DP P � 1 = ( DP P) � 1, so

(DP P � 1) � m =
�
(DP P) � 1� � m

= ( DP P)m :

We now turn to the �nal part of the theorem. Let m � 1. It is clear that Pm � DP Pm \ D .
Suppose now that x

u 2 DP Pm \ D , with x 2 Pm and u =2 P. There exists r 2 D such that
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x
u = r

1 . This implies that there is a t =2 P such that t(x � ru ) = 0 . Hence we havetru = tx 2 Pm ,
with tu =2 P. As tru 2 Pm , Pm contains the product of the principal ideals Dtu and Dr . This
means that Pm divides DtuDr . As tu =2 P, P does not divideDtu . SinceP is a prime ideal,Pm

divides Dr , which implies that r 2 Pm . Thus x
u = r

1 , with r 2 Pm . Therefore DP Pm \ D � Pm .
This ends the proof. 2

Quotient rings of localizations

If I is a proper ideal in R, then we have a canonical homomorphism� of R onto the quotient
ring �R = R=I . A multiplicative subset U of R induces in a natural way a multiplicative subset
of �R = R=I , namely �U = � (U). The following proposition characterizes the localization of �R
with respect to �U.

Proposition 12.19 Let U be a multiplicative subset of the ringR and R0 = U � 1R. If I is a
proper ideal in R such that

ru 2 I; r 2 R; u 2 U =) r 2 I;

then the image �U of U under � is a multiplicative subset of �R with no zero divisors, and �U � 1 �R
is isomorphic to R0=R0I .

proof First we notice that I \ U = ; : If a 2 I \ U, then a1 2 I and so, by hypothesis,1 2 I ,
which is impossible, becauseI is a proper ideal ofR.

To see that �U is a multiplicative subset of �R, �rst we notice that 1 2 U implies that �1 2 �U.
Next, if �a; �b 2 �U, then �a = a + I , with a 2 U, and �b = b+ I , with b 2 U, hence�a�b = ab+ I 2 �U,
becauseab2 U.

Finally we show that �U has no zero divisors. Let�a 2 �U. If �a�b = �0, with �b 2 R=I , then ab2 I .
As a 2 U, by hypothesis b 2 I , so �b = �0. Therefore �U has no zero divisors.

We now de�ne a mapping  from �U � 1 �R into �R0 = R0=R0I by

 (
�r
�u

) =
r
u

;

where r
u is the image of r

u under the canonical homomorphism ofR0 onto �R0. We need to show
that  is well-de�ned, i.e.,

�r
�u

=
�r 1

�u1
=)

r
u

=
r 1

u0
1

:

Indeed, if there exists �t 2 �U such that

�t(�r �u1 � �r 1 �u) = �0;

then
(ru 1 � r 1u)t 2 I =) ru 1 � r 1u 2 I =)

r
u

�
r 1

u1
=

ru 1 � r 1u
uu1

2 R0I;

where in the �rst implication we have used the hypothesis onI . Thus r
u = r 1

u 0
1

and the mapping
 is well-de�ned.

Clearly,  is a ring homomorphism. If x 2 �R0, then x = r
u + R0I , with r 2 R, u 2 U. If we

set y = �r
�u , then �r 2 �R, �u 2 �U and  (y) = x. Thus  is surjective. If r

u = �0, then r
u 2 R0I . Then

r
u = r 0

u 0 , with r 0 2 I and u0 2 U. Hence there existst 2 U such that t(ru 0 � r 0u) = 0 and so
tru 0 2 I . As tu0 2 U, by hypothesis r 2 I and it follows that �r

�u = 0 in �U � 1 �R, so  is injective.
This ends the proof. 2
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The next result characterizes the residue �eld of the localization of a commutative ring with
respect to a maximal ideal.

Corollary 12.11 If all the elements of �U are invertible in �R, then �R is isomorphic to R0=R0I .
If P is a maximal ideal in a commutative ring R, then R=P is isomorphic to RP =RP P.

proof Suppose that all the elements of�U are invertible in �R. If �r
�u 2 �U � 1 �R and we set�r 1 = �r �u� 1,

then �r 1
1 = �r

�u , so the canonical mapping from �R into �U � 1 �R is an isomorphism. Thus we have an
isomorphism from �R onto R0=R0I .

Let us set U = R n P. If ru 2 P, with r 2 R and u 2 U, then r 2 P, becauseP is a prime
ideal. Hence we can apply Proposition 12.19 withI = P: �U � 1(R=P) is isomorphic to RP =RP P.
BecauseR=P is a �eld, every element of �U is invertible. It follows that there is an isomorphism
from R=P onto RP =RP P. 2

Localization and integral closure

If U is a multiplicative subset of a ring R, and S a ring containing R, then U is also a
multiplicative subset of S. We aim to consider the case whereL is some �eld containing R and
S the integral closure of R in L . Thus the set U � 1S is de�ned. However, if R0 = U � 1R is also
contained in L , then integral closure of R0 in L also exists.

Proposition 12.20 Let R be an integral domain andL a �eld containing R. We suppose that
S is the integral closure ofR in L and that U is a multiplicative subset ofR. Then S0 = U � 1S
is the integral closure ofR0 = U � 1R in L .

proof As R0 � K , the �eld of fractions of R, and K � L , the integral closure of R0 in L exists.
Let x = s

u 2 S0. As S is integral over R, there exist r 0; r 1; : : : ; r n � 1 2 R such that

r 0 + r 1s + � � � + r n � 1sn � 1 + sn = 0 = )
1

un (r 0 + r 1s + � � � + r n � 1sn � 1 + sn ) = 0 :

This can be written
r 0

un +
r 1

un � 1

s
u

+ � � � +
r n � 1

u
sn � 1

un � 1 +
sn

un = 0

which implies that s
u is integral over R0.

Now let x 2 L be integral over S0. There exist r 0
u 0

; r 1
u 1

; : : : ; r n � 1

u n � 1
2 S0 such that

r 0

u0
+

r 1

u1
x + � � � +

r n � 1

un � 1
xn � 1 + xn = 0 :

Setting u = u0u1 � � � un � 1, we may write

un
�

r 0

u0
+

r 1

u1
x + � � � +

r n � 1

un � 1
xn � 1 + xn

�
= 0 :

However,
un r i

ui
x i =

un � i r i

ui
(ux) i with

un � i r i

ui
2 R;

so ux is integral over R. As the integral closure of R in L is S, we haveux 2 S, which implies
that x = ux

u 2 U � 1S. 2

Remark We may sum up the proposition by saying that localization of the integral closure
is the same as the integral closure of the localization, i.e., the operations integral closure and
localization commute.
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12.7 Integral closures of Dedekind domains

If D is a Dedekind domain, then certain extensions ofD are also Dedekind domains. We have seen
that this is in general the case with localizations. In this section we aim to consider another class
of such extensions. The properties of such extensions enable us to establish certain important
results.

Lemma 12.7 Let A � B � C be commutative rings. If B is a �nitely generated A-module and
C a �nitely generated B -module, then C is a �nitely generated A-module.

proof Let f b1; : : : ; bm g be a generating set forB over A and f c1; : : : ; cn g a generating set forC
over B . For x 2 C, there are � 1; : : : ; � n 2 B such that

x =
nX

i =1

� i ci :

For any i = 1 ; : : : ; n, there exist � i 1; : : : ; � im 2 A such that

� i =
mX

j =1

� ij bj ;

hence

x =
nX

i =1

0

@
mX

j =1

� ij bj

1

A ci =
nX

i =1

mX

j =1

� ij (bj ci ):

As B � C, the elements bj ci belong to C and it follows that the bj ci , for 1 � j � m and
1 � i � n, form a generating set forC over A. 2

Theorem 12.13 (transitivity of integrality) Let A � B � C be commutative rings. If B is
integral over A and C integral over B , then C is integral over A.

proof Let x 2 C. As C is integral over B , there exist b0; b1; : : : ; bn � 1 2 B such that

b0 + b1x + � � � + bn � 1xn � 1 + xn = 0 : (12.3)

We set D = A[b0; b1; : : : ; bn � 1] and E = D[x]. From equation (12:3), powers of x higher than
n � 1 can be expressed as a linear sum of powers ofx (with coe�cients in D) smaller than n.
HenceE is a �nitely generated D-module. In the same way, asB is integral over A, for eachbi ,
there is a positive integermi such that powers ofbi higher than mi � 1 can be expressed as a
linear sum of powers ofbi (with coe�cients in A) smaller than mi . As D is composed of �nite
sums of of expressions of the form

ab� 0
0 b� 1

1 � � � b� s
s ;

with a 2 A, D is a �nitely generated A-module. From Lemma 12.7,E is a �nitely generated A-
module. Thus x belongs to a subring ofC containing A, which is a �nitely generated A-module.
From Theorem 11.3,x is integral over A. It follows that C is integral over A. 2

Corollary 12.12 Let S � R be commutative rings andC the integral closure ofS in R. Then
C is integrally closed in R.

The intersection of all subrings ofR which contain S and integrally closed inR is the integral
closure C of S in R.
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proof Let x 2 R be integral over C. From Theorem 12.13 we deduce thatC[x] is integral over
S. In particular, x is integral over S, so x 2 C.

Suppose now thatS � T � R are commutative rings, whereT is integrally closed in R. Let
x 2 C. Then x is a zero of a monic polynomial with coe�cients in S. As S � T, x is also a zero
of a monic polynomial with coe�cients in T. Given that T is integrally closed, x 2 T. Thus
C � T and the result now follows. 2

We have a second corollary.

Corollary 12.13 If K � L are number �elds, then OL is the integral closure ofOK in L .

proof Let A be the integral closure ofOK in L . Then we haveZ � OK � A, with OK integral
over Z and A integral over OK . From Theorem 12.13,A is integral over Z and soA � OL . On
the other hand, of x 2 OL , then x is integral over Z. As Z � OK , x is integral over OK , i.e.,
x 2 A. Thus OL � A. 2

We now aim to consider in particular integral closures of noetherian domains.

Lemma 12.8 Let E be a separable extension ofF , with [E : F ] = m. If f b1 : : : ; bm g is a basis
of E over F , then there is a basisf c1; : : : ; cm g such that TE=F (bi cj ) = � ij , where � ij is the
Kronecker symbol.

proof The trace TE=F : E �! F is linear, soTE=F 2 Hom(E; F ), the dual space of theF -vector
spaceE. We de�ne � : E �! Hom(E; F ) by

� (b)(x) = B (b; x);

where B is the bilinear form de�ned by the trace. The mapping � is clearly linear; it is also
injective, becauseB is nondegenerate. AsE and Hom(E; F ) hve the same dimension,� is an
isomorphism. Let f � 1; : : : ; � m g be the dual basis off b1 : : : ; bm g, so that � i (bj ) = � ij . As � is an
isomorphism, there existc1; : : : ; cm 2 E such that � (ci ) = � i , for i = 1 ; : : : ; m, therefore

� (ci )(x) = � i (x) =) � (ci )(bj ) = � ij =) TE=F (ci bj ) = � ij ;

which is what we set out to prove. 2

We now consider integral closures of noetherian domains.

Theorem 12.14 Let D be a noetherian integrally closed domain, with �eld of fractionsF . If E
is a �nite separable extension ofF and B the integral closure ofD in E , then B is a noetherian
ring.

proof From Theorem 11.5,B is a submodule of a �nitely generatedD-module, which we note
M . As D is noetherian andM �nitely generated, M is noetherian. However, a submodule of a
noetherian module is noetherian, and soB is a noetherianD-module.

Let I be an ideal in B . Then I is a submodule of theD-module B . As B is a noetherian, I
is �nitely generated D-module: there exist x1; : : : ; xn 2 I such that

I = Dx 1 + � � � + Dx n :

Given that D � B , we may also write

I = Bx 1 + � � � + Bx n
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and soI is a �nitely generated B -module. As every ideal inB is �nitely generated, B is noethe-
rian. 2

Our next step is to show that every prime ideal in the integral closureB as de�ned above is
maximal. We need some preliminary results.

Lemma 12.9 Let D be a domain which is integral over the subringR. If J is a nonzero ideal
of D , then J \ R is a nonzero ideal ofR.

proof J \ R is clearly an ideal. Let x 2 J , x 6= 0 . There exists a monic polynomial

f (X ) = a0 + a1X + � � � + an � 1X n � 1 + X n 2 R[X ]

such that f (x) = 0 . We may take f of minimal degree, which implies that a0 6= 0 . (If a0 = 0 ,
then

a1 + a2x + � � � + an � 1xn � 2 + xn � 1 = 0 ;

becausex 6= 0 and R is a domain and sof is not of minimal degree, a contradiction.) Hence

a0 = � (a1 + a2x + � � � + an � 1xn � 2 + xn � 1)x 2 J \ R;

so J \ R 6= f 0g. 2

Remark It is easy to see that, if J is a prime ideal, then J \ R is also a prime ideal.

Before considering the case of maximal ideals we prove another lemma.

Lemma 12.10 Let D be a domain which is integral over the subringR. Then D is a �eld if
and only if R is a �eld.

proof Suppose that D is a �eld and let x be a nonzero element ofR. The inverse x � 1 of x is
integral over R, hence there exista1; a1; : : : ; an � 1 2 R such that

a0 + a1x � 1 + � � � + an � 1(x � 1)n � 1 + ( x � 1)n = 0 :

Multiplying by xn � 1 we obtain

a0xn � 1 + a1xn � 2 + � � � + an � 1 + x � 1 = 0 ;

hencex � 1 2 R and so it follows that R is a �eld.
Now suppose thatR is a �eld and let x be a nonzero element ofD . From Lemma 12.9 there

exists a 2 Dx \ R, a 6= 0 . We can write a = bx, with b 2 D. Let a0 be the inverse ofa in R.
Then

1 = a0a = a0(bx) = ( a0b)x;

and sox is invertible in D and thus D is a �eld. 2

Proposition 12.21 Let D be a domain which is integral over the subringR and J a prime ideal
in D . Then J is a maximal ideal in D if and only if J \ R is a maximal ideal in R.
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proof Let J be a prime ideal in D . Then the ring homomorphism

� : R=(J \ R) �! D=J; x + ( J \ R) 7�! x + J

is injective, so we may considerR=(J \ R) to be a subring ofD=J . We claim that D=J is integral
over R=(J \ R). To see this let us takex + J 2 D=J . As D is integral over R, there exists a
monic polynomial

f (X ) = a0 + a1X + � � � + an � 1X n � 1 + X n 2 R[X ]

such that f (x) = 0 . To simplify the notation we set I = J \ R. We de�ne a monic polynomial
�f 2 R=I [X ] by

�f (X ) = ( a0 + I ) + ( a1 + I )X + : : : + ( an � 1 + I )X n � 1 + X n :

Then
�f (x + J ) = f (x) + J = J:

As J is the zero element ofD=J , x + J is integral over R=I . This establishes the claim.
If J is a maximal ideal in D , then D=J is a �eld. From Lemma 12.10 R=(J \ R) is a �eld,

therefore J \ R is a maximal ideal.
Conversely, if J \ R is a maximal ideal in R, then R=(J \ R) is a �eld and so, from Lemma

12.10 again,D=J is a �eld and thus J is a maximal ideal. 2

We may now establish the principal result of this section.

Theorem 12.15 Let D be a Dedekind domain, with �eld of fractionsF . If E is a �nite separable
extension ofF and B the integral closure ofD in E , then B is a Dedekind domain.

proof As B is contained in E , which is a �eld, B is an integral domain.
Let C be the integral closure ofB in its �eld of fractions. Then C is integral over B and B

is integral over D , so C is integral over D (Theorem 12.13). Thus, if x 2 C, then x 2 B and it
follows that C = B , i.e., B is integrally closed.

To see that B is noetherian, it is su�cient to apply Theorem 12.14.
Finally, we show that every nonzero prime ideal is maximal. LetP be a nonzero prime ideal

in B . Then P = Q\ D is a nonzero prime ideal inD (Lemma 12.9). AsD is a Dedekind domain,
P is a maximal ideal in D . From Proposition 12.21, Q is a maximal ideal in B . 2

Remark From Proposition 11.2 the �eld of fractions of B is E . If F 6= E, then D and B have
di�erent �elds of fractions and so are distinct. Thus D is strictly included in B . We have shown
that a Dedekind domain is strictly included in another Dedekind domain.

Let C be a Dedekind domain andD an integral domain containing C. If P is a nonzero prime
ideal in C, then C=P is a �eld and the mapping

� : C=P �! D=DP; a + P 7�! a + DP

is a well-de�ned homomorphism. Hence we may consider thatD=DP is a C=P-vector space.
(The scalar multiplication is de�ned as follows: �c�x = � (�c)�x, for �c 2 C=P and �x 2 D=DP .) There
is a natural question: If K and L are the respective fraction �elds of C and D and we know
the dimension [K : L ], what can we say about the dimension of theC=P-vector spaceD=DP ?
We aim to give an answer to this question for a particular integral domainD . We will need the
following standard result, for which a proof may be found, for example, in [5].

162



Theorem 12.16 If R is a PID and M a free R-module of rank n, then any submoduleN of M
is free and has rank at mostn.

Theorem 12.17 Let C be a Dedekind domain,K its �eld of fractions and L a separable exten-
sion of K of degreen. Suppose thatD is the integral closure ofC in L . If P is a nonzero prime
ideal in C, then the dimension of theC=P-vector spaceD=DP is n.

proof Let U = C n P and C0 = U � 1C = CP . From Theorem 12.11,C0 is a PID. Proposition
12.20 ensures that, asD is the integral closure ofC in L , D 0 = U � 1D is the integral closure of
C0 in L . Since the fraction �eld of C0 is that of C, from Theorem 11.5,D 0 is contained in a free
C0-module M of rank n. As C0 is a PID and D 0 a submodule ofM , from Theorem 12.16,D 0 is
a free C0-module of rank at most n. Using Theorem 11.5 again, we see thatD 0 contains a free
C0-module of rank n. Thus, using Theorem 12.16 again, we obtain thatD 0 is a freeC0-module
of rank n.

The extension ofP to C0 is C0P and its extension to D 0 is D 0P. As D 0P = D 0(C0P), D 0P is
also the extension ofC0P to D 0, so the mapping

 : C0=C0P �! D 0=D0P; c0+ C0P 7�! c0+ D 0P

is a ring homomorphism. SinceC0P is the maximal ideal of the local ring C0, the quotient
C0=C0P is a �eld. Thus D 0=D0P is a C0=C0P-vector space. (The scalar multiplication is de�ned
by �c0:�x0 =  (�c0)�x0, for �c0 2 C0=C0P and �x0 2 D 0=D0P.) We now consider the dimension of this
vector space.

We have seen thatD 0 is a freeC0-module of rank n, so D 0 has a basisB0 = f x0
1; : : : ; x0

n g. Let
us write �x0

i for the image of x0
i in D 0=D0P (under the standard mapping of D 0 onto D 0=D0P).

We claim that �B0 = f �x0
1; : : : ; �x0

n g is a basis ofD 0=D0P. Clearly �B0 is a generating set ofD 0=D0P,
so we only need to consider the independance. Let

P n
i =1 �c0

i :�x
0
i = 0 , where �c0

i 2 C0=C0P. Then

nX

i =1

c0
i x

0
i 2 D 0P = D 0(C0P)

and so we may write
P n

i =1 c0
i x i =

P m
j =1 ĉ0

j y0
j , with y0

j 2 D 0 and ĉ0
j 2 C0P. Expressing they0

j in
terms of the x0

i , we obtain
P n

i =1 c0
i x

0
i =

P n
i =1 ~c0

i x
0
i , with ~c0

i 2 C0P � C0. It follows that c0
i = ~c0

i ,
for all i , which implies that c0

i 2 C0P and so �c0
i = 0 , for all i . We have shown that �B0 is an

independant set and so a basis ofD 0=D0P: D 0=D0P is a C0=C0P-vector space of dimensionn.
We now consider the mappings

� : C=P �! C0=C0P; c+ P 7�!
c
1

+ C0P and � : D=DP �! D 0=D0P; d + P 7�!
d
1

+ D 0P:

These mappings� and � are clearly well-de�ned ring homomorphisms. We aim to use Corollary
12.11 to show that they are in fact isomorphisms. For� there is no di�culty, because P is a
prime ideal in a Dedekind domain, hence maximal. We now consider� . Let us set U = C n P.
BecauseC=P is a �eld, for u 2 U there exists v 2 U and x 2 P such that uv = 1 + x. As
P � DP , every element ofU + DP has an inverse in the same set and it follows that� is an
isomorphism.

We now notice that D 0=D0P is a C=P-vector space for the scalar multiplication �c� �x0 = � (�c)�x0,
where �c 2 C=P and �x0 2 D 0=D0P. (We distinguish scalar multiplication and ring multiplication
by using a dot in the former case.) It is not di�cult to check that �B0 is a basis of this vector
space, so it too has dimensionn. We claim that � is an isomorphism ofC=P-vector spaces. We
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only need to verify that the scalar multiplicaion is respected. Let �c 2 C=P and �x 2 D=DP .
Then

� (�c � �x) = � (� (�c)�x) = � (� (�c)) � (�x);

with � (� (�c)) = c
1 + D 0P. Thus

� (� (�c)) � (�x) = (
c
1

+ C0P) � � (�x) = � (c + P) � � (�x) = �c � � (�x)

and so
� (�c � �x) = �c � � (�x);

as required. SinceD 0=D0P is a C=P-vector space of dimensionn, so isD=DP . This �nishes the
proof. 2

12.8 Norm and trace for ring extensions

We have studied traces and norms in �eld extensions. We now consider ring extensions. We
suppose that R � S are commutative rings. In addition we consider that S is a freeR-module
whose rank n is �nite. Let B = f x1; : : : ; xn g be a basis of theR-module S and � : S �! S a
linear mapping. We have

� (x j ) =
nX

i =1

aij x i ;

with aij 2 R. The matrix M (� ) = ( aij ) is called the matrix of � with respect to the basisB. If
B0 = f x0

1; : : : ; x0
n g is another basis of theR-module S, then

� (x0
j ) =

nX

i =1

a0
ij x0

i ;

with a0
ij 2 R. We note the matrix with respect to this basis M 0(� ). We now look for the relation

between the matricesM (� ) and M 0(� ). If x j =
P n

i =1 cij x0
i , then

� (x j ) =
nX

i =1

aij x i =
nX

i =1

aij

 
nX

k=1

cki x0
k

!

=
nX

k=1

 
nX

i =1

cki aij

!

x0
k

and, on the other hand

� (x j ) =
nX

i =1

cij � (x0
i ) =

nX

i =1

cij

 
nX

k=1

a0
ki x0

k

!

=
nX

k=1

 
nX

i =1

a0
ki cij

!

x0
k :

Therefore, with C = ( cij ), we have

M 0(� )C = CM (� ):

As C is the matrix of a change of basis,C 2 Gln (R), hence we may write

M 0(� ) = CM (� )C � 1: (12.4)

Also, as
det(C) det(C � 1) = det( I n ) = 1 ;
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det(C) is a unit in the ring R.

We now consider the special case where� is de�ned by multiplication by a nonzero element
of S:

� (z) = � x (z) = xz:

We de�ne the trace, norm and characteristic polynomial of x as we did for �eld extensions,
namely

TS=R (x) = T r (M (� x )) NS=R (x) = det M (� x )

and
char S=R (x) = det ( XI � M (� x )) :

(The relation (12:4) ensures that the trace, norm and characteristic polynomial are una�ected
by the choice of basis.) In the same way as for �eld extensions, the trace is linear and the norm
multiplicative.

We now turn to rings of fractions. Let U be a multiplicative subset of R. As R � S, U is
also a multiplicative subset S. We set R0 = U � 1R and S0 = U � 1S. It is not di�cult to see that
R0 � S0, so S0 is an R0-module. Let B = f x1; : : : ; xn g be a basis of theR-module S. We claim
that B0 = f x 1

1 ; : : : ; x n
1 g is a basis of theR0-module S0, henceS0 is a freeR0-module of rank n.

First we show that B0 is a generating set ofS0. Let a
u 2 S0. Then there exist r 1; : : : ; r n 2 R such

that
a
u

=
r 1x1 + � � � + r n xn

u
=

r 1

u
x1

1
+ � � � +

r n

u
xn

1
;

which implies that B0 is a generating set ofS0. Now we show that the setB0 is independant. If
r 1

u1

x1

1
+ � � � +

r n

un

xn

1
= 0 ;

with r i
u i

2 R0, then
r 1u0

1x1 + � � � + r n u0
n xn = 0 ;

where u0
i = u 1 ��� u n

u i
. Hence

r 1u0
1 = � � � = r n u0

n = 0 = ) r 1 = � � � = r n = 0 ;

becauseu0
i = 0 , for all i . It follows that r i

u i
= 0 , for all i and so B0 is an independant set. We

have shown that B0 is a basis of theR0-module S0.

Let 
 be the canonical mapping fromS into S0. If x 2 S, then 
 (x) 2 S0 and we have linear
endomorphisms� x : S �! S and � 0


 (x ) : S0 �! S0. If the matrix of � x in the basis B is (aij ),
then the matrix of � 0


 (x ) in the basis B0 is (
 (aij )) .

TS0=R 0(
 (x)) = 
 (TS=R (x)) NS0=R 0(
 (x)) = 
 (NS=R (x))

and
char S0=R 0(
 (x)) = 
 � (char S=R (x)) ;

where
 � is the mapping from R[X ] into R0[X ] which applies
 to each coe�cient of a polynomial
in R[X ]. Identifying S with its image under 
 , we obtain

TS0=R 0(x) = TS=R (x) NS0=R 0(x) = NS=R (x)

and
char S0=R 0(x) = char S=R (x):
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Chapter 13

Rami�cation theory

Let K and L be number �elds, with K included in L , and R = OK and S = OL the associated
number rings. If I is an ideal in R, then we write SI for the ideal generated byI in S: SI is the
collection of expressions of the form

P n
i =1 x i yi , with x i 2 S and yi 2 I . If I is a principal ideal

(a), then SI = Sa, i.e., the prime ideal generated bya in S. We will be particularly interested
in the case whereI is a prime ideal and the relation of such an ideal with prime ideals inS.
For example, I = Z2 is a prime ideal in Z, but J = Z[

p
2]2 is not a prime ideal in Z[

p
2], since

(2 + 3
p

2)2 2 J , but 2 + 3
p

2 =2 J . The way a prime ideal "lifted" to a larger ring is decomposed
is a central topic of algebraic number theory.

Remark The ideal SI is in fact the extension of the ideal I in S with respect to the injection
mapping of R into S.

13.1 First notions

Let P be a prime ideal in R; if Q is a prime ideal in S such that Q � SP, then we say that Q
lies over P, or P lies under Q.

Remark If K = Q, then R = Z and a prime ideal P 6= f 0g is of the form (p) = Zp, where p is
a prime number, soSP = Sp.

Proposition 13.1 Let Q be a proper ideal ofS and P a nonzero prime ideal ofR. Then Q � SP
if and only if P = Q \ R.

proof If Q � SP, then Q � P, because1 2 S. This implies that Q \ R � P \ R = P. As P is
a maximal ideal, becauseP is prime and nonzero, andQ \ R 6= R, we haveQ \ R = P.

On the other hand, if Q \ R = P, then Q � P, which implies that Q = SQ � SP. 2

Proposition 13.2 If I is a proper ideal in R, then SI is a proper ideal in S.

proof If SI = S, then there exist n 2 N � , s1; : : : ; sn 2 S and x1; : : : ; xn 2 I such that

1 =
nX

i =1

si x i :

Let S0 = R[s1; : : : ; sn ] be the subring ofS generated byR and the elementss1; : : : ; sn . The ring
S0 is a �nitely generated R-module, since thesi are algebraic integers. In addition, as1 2 S0I ,
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S0 � S0I . We now take a set of generatorsg1; : : : gn of the R-module S0. BecauseS0 � S0I , we
may write

gi =
k iX

j =1

x ij sij =
k iX

j =1

x ij

 
nX

u=1

r ij
u gu

!

=
nX

u=1

0

@
k iX

j =1

x ij r ij
u

1

A gu ;

where x ij 2 I , sij 2 S0 and r ij
u 2 R. As

P k i
j =1 x ij r ij

u 2 I , we have

gi =
nX

u=1

xu gu ;

with xu 2 I . Hence there is a matrixA 2 M n (I ) such that

g = Ag;

where

g =

0

B
@

g1
...

gn

1

C
A :

Therefore, (I n � A)g = 0 . Multiplying on the left by the adjoint matrix of I n � A, we obtain
det(I n � A)I n g = 0 . Consequently det(I n � A)s0 = 0 , for any s0 2 S0, which implies that
det(I n � A) = 0 . If we develop the determinant, then we obtain an expression which is1 plus
a sum of products of elements ofI , i.e., of the form 1 + x, with x 2 I . From this we have
1 = � x 2 I , which contradicts the fact that I is a proper ideal ofR. We have shown that SI is
properly contained in S. 2

Exercise 13.1 In the proof of the theorem we used the fact that thesi are algebraic integers.
Why is this important?

Corollary 13.1 Let P be prime ideal in R. Then SP \ R = P.

proof If P = f 0g, then the result is clear, so let us suppose that this is not the case. AsP is a
prime ideal of R, P is a proper ideal ofR, therefore SP is a proper ideal ofS. From Proposition
13.1, with Q = SP, we haveSP \ R = P. 2

Remarks

� a. Corollary 13.1 is in fact a particular case of Theorem 12.7.

� b. If K = Q and P = Zp, where p is prime number, then we obtain

OL p \ Z = Zp:

It is natural to ask whether there exists a prime ideal lying over a given prime ideal.

Theorem 13.1 Every nonzero prime idealQ of S lies over a unique nonzero prime idealP of
R.
Every prime ideal P of R lies under at least one prime idealQ of S. If P 6= f 0g, then there is a
�nite number of prime ideals Q lying over P.
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proof Let Q be a nonzero prime ideal ofS. Clearly P = Q \ R is a prime ideal of R. Since
Q 6= f 0g, there is a nonzero integerx 2 Q (Proposition 11.13). As x 2 R, x 2 Q\ R, soP 6= f 0g.
If Q lies over the nonzero prime idealP0, then, from Proposition 13.1, P0 = Q \ R, soQ lies over
a unique prime ideal.

Suppose now thatP is a prime ideal of R. If P = f 0g, then P lies under f 0g � S. Now
let us suppose thatP 6= f 0g. We claim that a prime ideal Q of S contains SP if and only if Q
appears in the decomposition ofSP into prime ideals: From Corollary 12.2, Q � SP if and only
if QjSP; as SP 6= f 0g nor S, from Theorem 12.3,SP has a unique decomposition into nonzero
prime ideals, soQ divides SP if and only if Q is one of the prime ideals in the decomposition of
SP. It follows that P lies under a prime ideal ofS, namely any prime ideal in the decomposition
of SP. These are the only ideals which can lie overP, so the number of prime ideals lying over
P is �nite. 2

Exercise 13.2 Use Theorem 13.1 to �nd a proof that a prime ideal P in a number ring OK

contains exactly one prime numberp. (This result has already been seen in Proposition 13.6.)

If P is a nonzero prime ideal ofR, Q a nonzero prime ideal ofS dividing SP and e the highest
power of Q in the decomposition of SP into prime ideals, then we call e the rami�cation index
of Q over P. We note the rami�cation index e(QjP). In the case whereR = Z and P = Zp,
then we write e(Qjp).

Suppose again thatP is a nonzero prime ideal ofR and Q a nonzero prime ideal ofS dividing
SP. As P and Q are maximal ideals,R=P and S=Q are �elds, which, from Proposition 11.12,
are �nite. The mapping

� : R �! S=Q; x 7�! x + Q

is a well-de�ned ring homomorphism, with kernel Q \ R = P, so we may considerR=P as a
sub�eld of S=Q. We set f (QjP) = [ S=Q : R=P], which is called the inertial degree of Q over P.
In the case whereR = Z and P = Zp we write f (Qjp).

We often say that the rami�cation index and the inertial degree are multiplicative due to the
properties given in the following proposition.

Proposition 13.3 Suppose thatP, Q and U are nonzero prime ideals in the number rings
R � S � T such that U lies over Q and Q lies over P. Then U lies over P and

e(UjP) = e(UjQ)e(QjP) and f (UjP) = f (UjQ)f (QjP):

proof Q lies over P means that we have

SP = Qe(QjP ) Qe2
2 � � � Qes

s ;

where ei = e(Qi jP). SinceTS = T and Tn = T, for all n 2 N � , when we multiply the previous
expression byT we obtain

TP = ( TQ)e(QjP ) (TQ2)e2 � � � (TQs)es :

Now, U lies over Q, so we can write

TQ = Ue(U jQ) Ua2
2 � � � Ua t

t ;

where ai = e(Ui jQ). Hence,

TP = Ue(U jQ)e(QjP ) Ua2 e(QjP )
2 � � � Ua t e(QjP )

t (TQ2)e2 � � � (TQs)es :
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Moreover, U does not divide TQi , for i = 2 ; : : : ; s. Indeed, if UjTQi , then UjTQ and UjTQi ,
which implies that

U � T(Q + Qi ) = Thcf(Q; Qi ) = TS = T;

which is not possible. ThereforeU lies over P and

e(UjP) = e(UjQ)e(QjP):

We now consider the inertial degree.S=Q is a �eld extension of R=P and T=U is a �eld extension
of S=Q, so we have

f (U=P) = [ T=U : R=P] = [ T=U : S=Q][S=Q : R=P] = f (UjQ)f (QjP);

as claimed. 2

13.2 Norm of an ideal

In this section we introduce the norm of an ideal in a number ring, which will play an important
role in the following. We have seen above thatjOK =I j is �nite when I is a nonzero ideal
(Proposition 11.12). We de�ne the norm of I by

kI k = jOK =I j:

The norm has an important multiplication property, namely, if I and J are nonzero ideals,
then

kIJ k = kI kkJ k:

We will �rst prove this in the case where the ideals are coprime and then later in the general
case.

Proposition 13.4 If I and J are nonzero coprime ideals in a number ringOK , then

kIJ k = kI kkJ k:

proof From the Chinese remainder theorem (Appendix F) we have

OK =(I \ J ) = OK =I � OK =J:

However, from Proposition 12.4,I \ J = IJ , hence the result. 2

We now generalize Proposition 13.4.

Theorem 13.2 If I and Q are nonzero ideals in a number ringOK , then

kIQ k = kI kkQk:

proof From Theorem 12.5, there is an idealJ in OK , coprime with Q, such that IJ is principal.
Let IJ = ( x). Then

(x) + IQ = I (J + Q) = I (OK ) = I: (13.1)

We now de�ne a mapping � from OK into I=IQ by

� (a) = ax + IQ:
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The mapping � is an OK -module homomorphism, which, from equation 13.1, is surjective. Also,

Ker � = f a 2 OK : ax 2 IQ g:

We claim that Ker � = Q. First,

ax 2 IQ () (a)(x) � IQ

() (a)IJ � IQ

() (a)J � Q;

thus, for all a 2 Ker � ,

(a) = ( a)OK = ( a)(J + Q) = ( a)J + ( a)Q � Q + Q = Q:

This implies that Ker � � Q. In addition, if a 2 Q, then ax 2 IQ , sincex 2 I , and soQ � Ker �
and we have Ker� = Q.

As � is surjective, from the third isomorphism theorem for groups, we have

OK =Q ' I=IQ =) k Qk = jI=IQ j

and
kIQ k = jOK =IQj = jOK =I jj I=IQ j = kI kkQk:

This ends the proof. 2

If K is a number �eld, with [K : Q] = n and I a nonzero ideal inOK , then I is a free abelian
group of rank n (Corollary 11.5). From a basis of I we may obtain an expression for the norm
of I .

Theorem 13.3 If B = f b1; : : : ; bn g is a basis ofI , then

kI k =

�
�
�
�
discK= Q (B)
disc(OK )

�
�
�
�

1
2

:

proof From Theorem E.4, there exists a basisE = f e1; : : : ; en g of OK and numbersd1; : : : ; dn 2
N � such that D = f d1e1; : : : ; dn en g is a basis ofI . We de�ne a mapping � of OK onto Zd1 �
� � � � Zdn in the following way:

if x = x1e1 + � � � + xn en ; then � (x) = ( x1 + d1Z; : : : ; xn + dn Z):

The mapping � is a ring homomorphism and Ker� = I , hence

OK =I ' Zd1 � � � � � Zdn =) j OK =I j = d1 � � � dn :

If we set C = diag(d1; : : : ; dn ), then C is the matrix transforming the basis E into the basis D
and

jOK =I j = det C:

If B = f b1; : : : ; b1g is any basis ofI , then the bi are linear combinations of the elements of
D with integer coe�cients. The matrix M transforming the basis B into the basis D thus has
integer coe�cients. This is also the case of the matrix N transforming the basis D into the
basis B. It follows that det M = � 1 (and also that det N = � 1). It follows that the matrix C0
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expressing the basisB in terms of the elements of the basisE is such that det C0 = � det C and
so

jOK =I j = j det C0j = d1 � � � dn :

However, from Proposition 10.6,

discK= Q (B) = j det C0j2discK= Q (E) = kI k2disc(OK );

from which we deduce

kI k =

�
�
�
�
discK= Q (B)
disc(OK )

�
�
�
�

1
2

:

This �nishes the proof. 2

If an ideal I of OK is principal and I = ( a), then we consider two norms, namely the norm
of the generatora and the norm of the ideal. In fact, we have

Theorem 13.4 If a 2 OK n f 0g, then

jNK= Q (a)j = k(a)k:

proof Let E = f e1; : : : ; en g be a basis ofOK . Then B = f ae1; : : : ; aen g is a basis of(a). Now

discK= Q (B) =
�

det(� i (aej ))
� 2

=
�

det(� i (a)� i (ej ))
� 2

=
�
� 1(a) � � � � n (a) det( � i (ej ))

� 2

= ( � 1(a) � � � � n (a))2(disc(OK )2:

By Theorem 13.3, we have

k(a)k =

�
�
�
�
discK= Q (B)
disc(OK )

�
�
�
�

1
2

= j� 1(a) � � � � n (a)j = jNK= Q (a)j;

as required. 2

We will now investigate further the properties of the norm.

Proposition 13.5 Let K be a number �eld, OK its associated number ring andI a nonzero
ideal in OK .

� a. If kI k is prime, then I is a prime ideal.

� b. kI k 2 I .

proof a. If I = P1 � � � Ps, where the Pi are prime ideals, then

kI k = kP1k � � � kPsk:

As kI k is prime, only one Pi , say P1, has a norm di�erent from 1. This means that P2 = � � � =
Ps = OK and soI = P1.
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b. If A = f � 1; : : : ; � kI kg is a complete set of residues moduloI ; we claim that the set
B = f 1 + � 1; : : : ; 1 + � kI kg is also a complete set of residues moduloI . If x 2 OK , then
x � 1 = � j + y, for some1 � j � k I k and y 2 I . From this we obtain x = � j + 1 + y, so the set
�B = f (1 + � 1) + I; : : : ; (1 + � kI k ) + I g coversOK . In addition, if (1 + � i ) � (1 + � j ) 2 I , then
� i � � j 2 I , which is impossible if i 6= j . This proves the claim. Then

� 1 + � � � + � kI k = (1 + � 1) + � � � + (1 + � kI k ) (mod I );

which implies that kI k1 � 0 (mod I ), and it follows that kI k 2 I . 2

Before going further we introduce a preliminary result.

Lemma 13.1 A nonzero integer belongs to at most a �nite number of ideals inOK .

proof Let a be a positive integer and suppose thatI is an ideal containing a. We now let
B = f w1; : : : ; wn g be an integral basis ofOK . If � 2 OK , then there exist c1; : : : ; cn 2 Z such
that

� = c1w1 + � � � + cn wn :

For each ci we may write ci = aqi + r i , where qi ; r i 2 Z and 0 � r i < a . Then

� = ( aq1 + r 1)w1 + � � � + ( aqn + r n )wn = a(q1w1 + � � � + qn wn ) + ( r 1w1 + � � � + r n wn ) = a
 + �:

Clearly 
 2 OK and � 2 B , where B is a �nite subset of OK . The ideal I is �nitely generated,
becauseOK is noetherian, so there exist� 1; : : : ; � s 2 OK , such that

I = ( � 1; : : : ; � s):

As a 2 I , we may also write
I = ( � 1; : : : ; � s; a)

and then
I = ( a
 1 + � 1; : : : ; a
 s + � s; a);

where 
 1; : : : ; 
 s 2 OK and � 1; : : : � s 2 B . It is not di�cult to derive the expression

I = ( � 1; : : : ; � s; a):

As there is a �nite number of ideals of this form, the result follows for the casea > 0.
If a < 0 and a belongs to an in�nite number of ideals, then so does� a, which contradicts

what we have just proved. This �nishes the proof. 2

We may now prove an interesting result concerning the number of ideals having a given norm.

Theorem 13.5 There is only a �nite number of ideals in OK of a given norm.

proof Suppose that there is an in�nite number of ideals having the same norm� . From Propo-
sition 13.5, � belongs to an in�nite number of ideals, which contradicts Lemma 13.1. Therefore
there can be only a �nite number of ideals with a given norm. 2

We now consider the special case whereI is a prime ideal.

Proposition 13.6 If P is a nonzero prime ideal in OK , then P contains exactly one prime
number p and kPk = pm , for some natural number m � n = [ K : Q].
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proof If P is a prime ideal, then P is maximal and so OK =P is a �nite �eld. It follows that
kPk = pm , for some prime numberp and positive integerm. The characteristic of the �eld OK =P
is p, which implies that the number p 2 P and so the principal ideal (p) = OK p is contained in
P. If q 6= p and q 2 P, then (q) = OK q is also contained inP. However, (p) + ( q) = OK , so
OK � P , which is impossible; hence there is a unique prime numberp in P.

As (p) is a subset ofP, P divides (p), hencekPk divides k(p)k. From Theorem 13.4,k(p)k =
NK= Q (p) = pn , therefore kPk = pm , with m � n. 2

13.3 Principal theorem of rami�cation

Our goal in this section is to prove an important result connecting rami�cation indices and
inertial degrees. We will refer to this as the principal theorem of rami�cation. We begin with a
special case of this result and then generalize it.

Proposition 13.7 Let p be a prime number andL an extension ofK = Q, with number �eld
S. If n = [ L : Q] and

Sp = Qe(Q 1 j p)
1 � � � Qe(Q s j p)

s

is the decomposition ofSp into nonzero prime ideals, then

n =
sX

i =1

f (Qi jp)e(Qi jp):

proof To simplify the notation, let us write ei for e(Qi jp) and f i for f (Qi jp). From Theorem
13.2 we have

kSpk = kQ1ke1 � � � kQskes :

Also,
f i = [ S=Qi : Z=pZ] =) k Qi k = pf i ;

therefore
kSpk = pf 1 e1 � � � pf 1 e1 :

However, from Theorem 13.4 and Section 10.1

kSpk = jNL= Q (p)j = pn ;

so we have

n =
sX

i =1

f (Qi jp)e(Qi jp);

as announced. 2

We aim now to generalize this proposition to the case whereK is not necessarilyQ. We will
begin with a preliminary result.

Lemma 13.2 Let I , J be nonzero ideals in a Dedekind domainD , with J � I 6= D, and K the
�eld of fractions of D . Then there exists
 2 K such that 
J � D and 
J 6� I .
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proof From Theorem 12.2 we know that there is a nonzero idealC in D such that JC is
principal: JC = ( a). Then JC 6� aI , because

JC � aI =)
1
a

JC � I =) 1 2 I =) I = D;

a contradiction. We now take b 2 C such that bJ 6� aI and set 
 = b
a . Then


J =
b
a

J �
1
a

JC =
1
a

(a) = D:

If 
J � I , then bJ � aI , a contradiction, so 
J 6� I . 2

We now establish another preliminary result. This is a little longer to prove.

Proposition 13.8 Let K � L be number �elds, with corresponding number ringsR � S, and I
a nonzero ideal in R. Then

kSI k = kI kn ;

where n = [ L : K ].

proof It is su�cient to prove the result for a prime ideal: If this is the case and I = P1 � � � Pr

is the decomposition of the idealI into prime ideals, then

kSI k = kP1 � � � Pr Sk

= kP1S � � � Pr Sk

= kP1Sk � � � kPr Sk

= kP1kn � � � kPr kn

= kP1 � � � Pr kn = kI kn :

So let us now establish the result for a nonzero prime idealP.
To begin with, we notice that S=SP is a vector space over the �eld R=P. (The scalar

multiplication is de�ned by
(x + P)(y + PS) = xy + SP:

There is no di�culty in seeing that this scalar multiplication is well-de�ned.) We claim that the
dimension of the vector space we have de�ned isn. First we show that the dimension is at most
n. Let a1; : : : ; an +1 2 S and consider the corresponding cosets ofS=SP. The ai are linearly
dependant overK , because they are elements ofL and n = [ L : K ]. As K is the �eld of fractions
of R, the ai are linearly dependant overR. Hence we have

� 1a1 + � � � + � n +1 an +1 = 0 ;

with � i 2 R and at least one� i nonzero. We need to show that we can �nd� 0
1; : : : ; � 0

n +1 2 R
such that

� 0
1a1 + � � � + � 0

n +1 an +1 = 0 ;

and at least one� 0
i =2 P. If one of the � i =2 P, then we have nothing to do, so let us suppose that

all the � i belong to P. If J is the ideal generated by the� i , then J � P 6= R. Applying Lemma
13.2 we obtain an element
 2 K such that 
J � R and 
J 6� P. If we replace � i by � 0

i = 
� i ,
then the set of � 0

i so obtained has the properties we were looking for. Thus we have shown that
S=SP is at most n-dimensional overR=P.
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Now we establish the equality. AsP \ Z is a nonzero ideal ofZ, there is a prime number
p 2 Z such that P \ Z = Zp. We consider the prime idealsP1; : : : ; Pr of R lying over Zp. From
Proposition 13.1 P is one of the idealsPi . From what we have just seenS=SPi is a vector space
over R=Pi of dimension ni � n. Also, from Proposition 13.7 we have

m =
rX

i =1

f (Pi jp)e(Pi jp) =
rX

i =1

f i ei ;

where m = [ K : Q]. Then

Rp =
rY

i =1

Pei
i =) Sp = RSp =

 
rY

i =1

Pei
i

!

S =
rY

i =1

(Pi S)ei ;

therefore

kSpk =
rY

i =1

kSPi kei =
rY

i =1

kPi kn i ei =
rY

i =1

(pf i )n i ei :

(The second equality follows from the fact that S=SPi is a vector space overR=Pi of dimension
ni � n.)

On the other hand, we have

kSpk = jNL= Q (p)j = pnm ;

because
[L : Q] = [ L : K ][K : Q] = nm:

If there exists ni < n , then
rX

i =1

f i ni ei < n

 
rX

i =1

f i ei

!

= nm;

a contradiction. Henceni = n, for all Pi , in particular, for P. We have shown that the dimension
of S=SP over R=P is n. If V is a vector space of dimensionu over a �nite �eld of s elements,
then V has su elements. AsS=SP has kSPk elements and the dimension ofS=SP over R=P is
n, S=SP has kPkn elements, i.e.,kSPk = kPkn . This �nishes the proof. 2

We now prove the main theorem of this section, which we refer to as theprincipal theorem
of rami�cation .

Theorem 13.6 Let K � L be number �elds, with [L : K ] = n, and R, S the corresponding
number rings. We suppose thatQ1; : : : ; Qs are the nonzero prime ideals inS lying over the
prime ideal P of R and we denote bye1; : : : ; es and f 1; : : : ; f s the corresponding rami�cation
indices and inertial degrees. Then

sX

i =1

ei f i = n:

proof We have

SP =
sY

i =1

Qei
i =) k SPk =

sY

i =1

kQi kei =
sY

i =1

kPkf i ei :

Also,
kSPk = kPkn ;
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therefore
sX

i =1

ei f i = n:

This ends the proof. 2

Example If L is a quadratique extension ofQ, with number �eld S, and p is a prime number,
then there are three possible decompositions ofpS into prime ideals:

Sp =

8
><

>:

Q2; f (Qjp) = 1 ;
Q; f (Qjp) = 2 ;
Q1Q2; f (Q1jp) = f (Q2jp) = 1 :

13.4 Normal extensions

Let us now suppose that K and L are number �elds, with L a normal extension of K . As
char Q = 0 , L is separable overQ. Using Proposition 3.5 we obtain that L is separable over
K . HenceL is a Galois extension ofK . As usual we setR = OK and S = OL . If x 2 S, then
there exists a monic polynomial f 2 Z[X ] such that f (x) = 0 . However, Z � R � K , so the
coe�cients of f are �xed by any automorphism � 2 Gal(L=K ), which implies that � (x) is an
algebraic number. Thus � (x) 2 OL = S and so � (S) � S. In the same way, � � 1(S) � S, which
implies that S � � (S), hence� (S) = S.

We now consider ideals inS. Let Q be an ideal in S. If x; y 2 Q, a 2 S and � 2 Gal(L=K ),
then

� (x) � � (y) = � (x � y) 2 � (Q)

and
a� (x) = � (a0)� (x) = � (a0x) 2 � (Q);

where a0 = � � 1(a) 2 S. Therefore � (Q) is an ideal of S.
Suppose now thatQ is a prime ideal in S. If x; y 2 S and xy 2 � (Q), then

� � 1(xy) 2 Q =) � � 1(x)� � 1(y) 2 Q

=) � � 1(x) 2 Q or � � 1(y) 2 Q

=) x 2 � (Q) or y 2 � (Q):

As � (Q) 6= S, � (Q) is a prime ideal.
If Q is a prime ideal in S lying over the prime ideal P in R, then

Q � SP =) � (Q) � � (SP) = � (S)� (P) = S� (P):

Since P � R � K , � (P) = P, so � (Q) lies over P. Thus we obtain an action � of the group
Gal(L=K ) on the set Q of nonzero prime idealsQ lying over the prime ideal P:

� : Gal(L=K ) � Q : (�; Q ) 7�! � (Q):

In fact, due to the normality of the extension L=K , this action is transitive:

Theorem 13.7 If Q and Q0 are nonzero prime ideals inS lying over the prime ideal P in R,
then there exists� 2 Gal(L=K ) such that � (Q) = Q0.
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proof If this is not the case, then � (Q) 6= Q0, for all � 2 G = Gal(L=K ). Let us suppose
that � 1(Q); : : : ; � s(Q) are the distinct images ofQ under G = Gal(L=K ). (We may assume that
� 1 = id L , so Q = � 1(Q).) The prime ideals Q0; � 1(Q); : : : ; � s(Q) are coprime in pairs. By the
Chinese remainder theorem (Theorem F.1), there is a solutiona 2 S of the system of congruences

x � 0 (mod Q0)

x � 1 (mod � 1(Q))
...

...
...

x � 1 (mod � s(Q)) :

Let us now considerNL=K (a). Corollary 10.3 ensures that

NL=K (a) =
Y

� 2 G

� � 1(a):

SinceidL 2 G and � � 1(a) 2 S, we have

NL=K (a) 2 K \ Q0 = Q0 \ R:

As Q0 lies over P, NL=K (a) 2 P.
On the other hand, � � 1(a) =2 Q, for every � 2 G. Given that Q is a prime ideal,NL=K (a) =2 Q,

which is a contradiction, becauseP � SP � Q 2

Corollary 13.2 Let K and L be number �elds with corresponding number ringsR and S. If L
is a normal extension ofK , P a nonzero prime ideal in R and Q, Q0 nonzero prime ideals inS
lying over P, then

e(QjP) = e(Q0jP) and f (QjP) = f (Q0jP):

proof We may write
SP = Qe1 Q0e2 Qe3

3 � � � Qes
s ;

where e1 = e(QjP), e2 = e(Q0jP), Q3; : : : ; Qs are the other prime ideals lying over P and
ei = e(Qi jp), for i = 3 ; : : : ; s. There exists � 2 Gal(L=K ) such that � (Q) = Q0. We have

SP = � (PS) = � (Q)e1 � (Q0)e2 � (Q3)e3 � � � � (Qs)es = Q0e1 � (Q0)e2 � (Q3)e3 � � � � (Qs)es :

However, we also have
SP = Qe1 Q0e2 Qe3

3 � � � Qes

As Q is the only prime ideal whose image under� is Q0 and the decomposition ofSP into prime
ideals is unique, we must have

Q0e2 = Q0e1 =) e2 = e1:

Now we show that f (QjP) = f (Q0jP). There exists� 2 Gal(L=K ) such that � (Q) = Q0. The
mapping � restricted to S is a ring automorphism. We set� = � � � jS , where � is the projection
of S onto S=Q0. Then

Ker � = f x 2 S : � (x) 2 Q0g = Q:

Hence
S=Q ' S=Q0:

and
[S=Q0 : R=P] = [ S=Q0 : S=Q][S=Q : R=P] = [ S=Q : R=P];
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i.e.,
f (Q0jP) = f (QjP);

as announced. 2

Remark From Corollary 13.2 , if L is a normal extension ofK and P is a nonzero prime ideal
in R, then

SP = ( Q1 : : : Qs)e;

where e is the common rami�cation index of the prime ideals in S lying over P.

Example The cyclotomic �eld Q(� n ) is a normal extension ofQ, becauseQ(� n ) is the splitting
�eld of the minimal polynomial m(� n ; Q). If p is a prime number andQ1; : : : ; Qs are the prime
ideals in S = OQ (� n ) which lie over p, then Sp = ( Q1; � � � Qs)e, where e is the common rami�ca-
tion index of the ideals Qi .

13.5 Rami�ed prime ideals

Let R � S be number rings, with respective number �eldsK and L. We say that a prime ideal
P in R is rami�ed in S, if e(QjP) > 1 for some prime idealQ in S lying over P. This amounts
to saying that SP is not squarefree. Ifp is a prime number, then we say thatp is rami�ed in
S, if e(Qjp) > 1, for some prime idealQ lying over (p). A prime ideal (resp. prime number) is
unrami�ed in S, if it is not rami�ed in S. It may occur that e(QjP) = n (resp. e(Qjp) = n),
where [L : K ] = n; in this case we say thatP (resp. p) is totally rami�ed in S.

We recall that all integral bases of a number ringR have the same discriminant, which we
note disc(R). We have seen that disc(R) 2 Z. The discriminant of a number ring R helps us to
determine whether a prime numberp is rami�ed in R.

Theorem 13.8 Let L be an extension ofQ of degreen. If S = OL and p 2 Z a prime rami�ed
in S, then pjdisc(S).

proof Let Q be a prime ideal in S lying over p such that e(Qjp) > 1. Then

Sp = QI;

where I is an ideal of S divisible by all prime ideals lying over p. We note � 1; : : : ; � n the
Q-monomorphisms ofL into an algebraic closureC of Q. (We may take the set of algebraic
numbersA(C=Q) for C.) From Section 5.1 we know that there is a �nite extensionN of L which
is normal over Q. Now, using Theorem 3.2, we extend each� i to a monomorphism �� i from N
into C. As N is a normal extension ofQ, from Proposition 5.2 we have�� i (N ) = N and so �� i is
an automorphism of N .

Let � 1; : : : ; � n be an integral basis ofS and take � 2 I n Sp; � belongs to every prime ideal
of S lying over p. We may write

� = m1� 1 + � � � + mn � n ;

with mi 2 Z. If pjmi , for all i , then � 2 pS, a contradiction, so there exists anmi such that
p 6 jmi . Without loss of generality, let us suppose that i = 1 ; then p 6 jm1. We set

d = disc(S) = discL= Q (� 1; : : : ; � n ):
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Then, using Exercise 10.2 we see that

discL= Q (�; � 2; : : : ; � n ) = m2
1d:

As p 6 jm1, to show that pjd it is su�cient to prove that pjdisc(�; � 2; : : : ; � n ). This we will now
do.

As � belongs to every prime ideal inS lying over p, � must lie in every prime ideal in T = ON

lying over p: If ~Q is such a prime ideal, then ~Q � Tp and sop 2 ~Q; if we setQ = ~Q\ S, then Q is a
prime ideal in S lying over p, so� 2 Q � ~Q. We now �x a prime ideal ~Q in T lying over p; we claim
�� (� ) 2 ~Q for every Q-automorphism �� of N . We notice �rst that �� � 1( ~Q) is a prime ideal in T
lying over p, hence� 2 �� � 1( ~Q). It follows that �� i (� ) 2 ~Q, for i = 1 ; : : : ; n. SinceC is an algebraic
closure of L , from the de�nition of the discriminant we see that discL= Q (�; � 2; : : : ; � n ) 2 ~Q.
However, the discriminant is an integer, so discL= Q (�; � 2; : : : ; � n ) 2 ~Q \ Z = Zp. Therefore
pjdiscL= Q (�; � 2; : : : ; � n ). 2

Exercise 13.3 Consider the quadratic number �eld K = Q(
p

d), where d is squarefree. Show
that if an odd prime number p is rami�ed in the number ring OK , then p divides d.

Corollary 13.3 Only �nitely many primes in Z are rami�ed in a given number ring S.

proof The discriminant of S has only a �nite number of prime divisors. 2

We may extend this result.

Corollary 13.4 Let R and S be number rings, withR � S. Then only a �nite number of prime
ideals in R are rami�ed in S.

proof Let P be a prime ideal in R which is rami�ed in S. Then there exists a prime idealQ in
S which lies over P and is such that e(QjP) > 1. However, the prime idealP lies over a unique
prime number p 2 Z (Theorem 13.1). From Proposition 13.3, we have

e(Qjp) = e(QjP)e(Pjp) > 1:

Corollary 13.3 states that there is only a �nite number of such primes p. Now, each such prime
lies under a �nite number of prime ideals in R (Theorem 13.1) and the result follows. 2

13.6 Decomposition and inertia groups

Let K and L be number �elds, with L normal over K . As L is a Galois extension ofK , we
have n = [ L : K ] = jGal(L=K )j. Let R and S be the number rings ofK and L respectively, i.e.,
R = OK and S = OL , and P a prime ideal in R. All the prime ideals Q lying over P have the
same rami�cation index e and inertia degreef . If there are r such prime ideals, thenn = ref .
For each prime idealQ lying over P we de�ne two subgroups ofG = Gal(L=K ):

� the decomposition group
D = D(QjP) = f � 2 G : � (Q) = Qg

� the inertia group
E = E(QjP) = f � 2 G : � (� ) � � (mod Q); 8� 2 Sg
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It is clear that D and E are subgroups ofG. Also, E is a subgroup ofD : for all � 2 E , we have

� (� ) � � (mod Q); 8� 2 S =) � (� ) � � (mod Q); 8� 2 Q =) � (Q) � Q:

As E is a subgroup ofG, � � 1 2 E, so we also have

� � 1(Q) � Q =) Q � � (Q):

Therefore
� (Q) = Q:

The members� of D induce elements�� of the Galois group �G = Gal(S=Q
�

R=P) in a natural
way. If we restrict � 2 G to S, then we obtain an automorphism� jS of S. We now set� = � � � jS ,
where � is the projection of S onto S=Q. As

Ker � = f � 2 S : � (� ) 2 Qg = Q;

the mapping
�� : S=Q �! S=Q; � + Q 7�! � (� ) + Q

is an automorphism. In addition, �� �xes R=P, so �� 2 �G = Gal(S=Q; R=P).

It is not di�cult to see that the mapping

 : D �! �G; � 7�! ��

is a group homomorphism, whose kernel isE . It follows that E is a normal subgroup of D
and D=E is isomorphic to a subgroup of �G. However, from Proposition 13.10 proved below,
[L E : L D ] = f = [ S=Q; R=P] and [S=Q; R=P] = j �Gj, becauseS=Q is a Galois extension ofR=P,
being a �nite extension of a �nite �eld, hence [L E : L D ] = j �Gj. In addition, [L E : L D ] = jD=E j,
so jD=E j = j �Gj and it follows that the groups D=E and �G are isomorphic. From Theorem 7.9
the group �G is cyclic (and generated by the Frobenius automorphismFr : �x 7�! �xq, where
q = jR=Pj), which implies that D=E is also cyclic.

Exercise 13.4 If P � R is a prime ideal, then there is a �nite number of idealsQ1; : : : ; Qr � S
lying over P. Corresponding to eachQi is a decomposition groupD i and an inertia group E i .
Show that the decomposition (resp. inertia) groups are conjugate in the Galois groupGal(L=K ),
if L is a normal extension ofK . Deduce that, if the Galois group is abelian, then there is only
one decomposition (resp. inertia) group.

We now consider the �xed �elds L D and L E , called respectively thedecomposition �eld and
inertia �eld . We have the relations

K � L D � L E � L

and
R = OK � SD � SE � S;

where SD = OL D and SE = OL E . We also introduce two other prime ideals, namelyQD and
QE , where QD (resp. QE ) is the unique prime ideal in SD (resp. SE ) lying under Q. Then

P � QD � QE � Q:

We aim now to consider the relation between the �elds K , L , L D and L E , in particular, to
determine [L D : K ], [L E : L D ] and [L : L D ].
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Proposition 13.9 We have
[L D : K ] = r:

proof We de�ne a mapping � from the set of left cosets ofD into the set of prime ideals over
P in S by

� (�D ) = � (Q):

We have
� (Q) = � (Q) () � � 1� (Q) = Q () � � 1� 2 D () �D = �D;

therefore � is well-de�ned and injective. From Theorem 13.7 � is also surjective, so� is a bi-
jection. There are r prime ideals lying over P, so [G : D ] = r . However, from Theorem 6.6
[L D : K ] = [ G : D ], hence[L D : K ] = r . 2

Using the multiplicativity of the degree, we obtain

Corollary 13.5 The degree
[L : L D ] = ef:

Our next task is to show that [L E : L D ] = f . To do so we need some preliminary results.

Lemma 13.3 We have
f (QjQE ) = 1 :

proof SinceS=Q is a Galois extension of the �nite �eld SE =QE , it is su�cient to prove that the
Galois group �G = Gal(S=Q

�
SE =QE ) is reduced to the identity. We take � 2 S=Q and consider

the polynomial
f (X ) = ( � � + X )m 2 S=Q [X ];

where m = jE j. We claim that the coe�cients of f belong to the subring of S=Q

S1 = f a + Q : a 2 SE g:

To see this, �rst we notice that there exists � 2 S such that � = � + Q. We set

g(X ) =
Y

� 2 E

(� � (� ) + X ) 2 L [X ]:

In fact, g 2 SE [X ]: The coe�cients of g are �xed by any element � 2 E , so they belong toL E ;
in addition, as � 2 S, � (� ) 2 S, for all � 2 E , hence the coe�cients of g belong to S; it follows
that the coe�cients of g belong to L E \ S = SE . If we now consider the coe�cients of g modulo
Q, then we obtain a polynomial �g with coe�cients in S1. However, this polynomial is precisely
f , hence the coe�cients of f belong to S1, as claimed.

Now we consider the ring homomorphism

 : SE �! S1; x 7�! x + Q:

The kernel of this mapping isSE \ Q = QE , henceSE =QE ' SE =Q. Therefore we may consider
that the coe�ients of f belong to SE =Q. If � 2 �G, then � �xes the coe�cients of f , so � (� ) is
a root of f . As f has the unique root � , we must have� (� ) = � . We have shown that the only
element in �G is the identity, as required. 2

The prime ideal Q lies over QD . This is the unique prime ideal in S with this property:
Theorem 6.7 ensures thatL is a �nite Galois extension of L D . If Q0 lies over QD , then there
exists � 2 Gal(L=L D ), such that � (Q) � Q0 (Theorem 13.7). However, Theorem 6.7 also ensures
that Gal(L=L D ) = D , so Q = � (Q) � Q0, which implies that Q = Q0. We will use this
observation to obtain our second preliminary result.
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Lemma 13.4 We have
e(QD jP) = f (QD jP) = 1 :

proof First we notice that

ef = [ L : L D ] = e(QjQD )f (QjQD );

becauseQ is the unique ideal in S lying over QD . Also,

e = e(QjP) = e(QjQD )e(QD jP) =) e(QjQD ) � e:

In the same way,
f (QjQD ) � f:

Hence
e(QjQD ) = e and f (QjQD ) = f

and it follows that
e(QD jP) = f (QD jP) = 1 ;

as claimed. 2

The third preliminary result is the following:

Corollary 13.6 For QE and QD we have

f (QE jQD ) = f:

proof Using the multiplicativity of the inertial degree, we obtain

f (QjP) = f (QjQE )f (QE jQD )f (QD jP) =) f = 1 f (QE jQD )1 = f (QE jQD ):

The result now follows from Lemma 13.3 and Lemma 13.4. 2

Now we are in a position to consider[L E : L D ]

Proposition 13.10 We have
[L E : L D ] = f:

proof As QE lies over QD , from Theorem 13.6 we have

[L E : L D ] � e(QE jQD )f (QE jQD ):

and then, using Corollary 13.6, we obtain

[L E : L D ] � f:

We have seen thatL is a Galois extension ofL D , with D = Gal(L=L D ), and that E is a normal
subgroup of D , with D=E embedded in �G = Gal(S=Q; R=P). Then Theorem 6.4 ensures that
E = Gal(L=L E ); in addition, from Theorem 6.6 we obtain that L E is a Galois extension ofL D

and D=E is isomorphic to Gal(L E =LD ). From this we deduce

[L E : L D ] = jGal(L E =LD )j = jD=E j � j �Gj:

Moreover, j �Gj = f , becauseS=Q is a �nite extension of the �nite �eld R=P and thus a Galois
extension. This �nishes the proof. 2

We can now easily obtain[L : L E ]. In fact,
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Proposition 13.11
[L : L E ] = e:

proof We have
ef = [ L : L D ] = [ L : L E ][L E : L D ] = [ L : L E ]f

and the result follows. 2

13.7 Optimal properties of LD and LE

Let K and L be number �elds with L normal over K . The prime ideal Q lies over QD . This is
the unique such prime ideal inS with this property: If Q0 is such a prime ideal, then there exists
� 2 Gal(L D ) such that � (Q) = Q0. However, we have seen thatGal(L=L D ) = D , so Q0 = Q.
This suggests the following question: IfK 0 is a �eld intermediate between K and L, is there a
prime ideal Q0 � R0 = OK 0 such that Q is the unique prime ideal ofS lying over Q0? We claim
that any such �eld must contain L D , or, in other words, L D is the smallest intermediate �eld
with this property.

Theorem 13.9 Let L be a normal extension ofK . If K 0 is a �eld intermediate betweenK and
L and there is a prime idealQ0 � R0 such that Q is the unique prime ideal ofS lying over Q0,
then L D � K 0.

proof If K 0 is an intermediate �eld between K and L, then there is a subgroupH of Gal(L=K )
such that K 0 = L H . Suppose that Q is the unique prime ideal lying over Q0. Every element
� 2 H sendsQ to a prime ideal lying over Q0. As there is only one such prime ideal,H � D ,
which implies that L D � L H = K 0. 2

We are going to consider another property ofL D , but, before doing so, we must do some
preliminary work. We suppose that K 0 is an intermediate �eld between K and L. From Propo-
sition 5.3, L is a normal (hence Galois) extension ofK 0. We now setR0 = OK 0 and Q0 = Q \ R0.
Then Q0 is the unique prime ideal in R0 lying under Q. Also, Q0 lies over P. We aim to replace
K by K 0. We set

D 0 = D(QjQ0) and E 0 = E(QjQ0):

There is a subgroupH of the Galois group Gal(L=K ) such that K 0 = L H . We have

D 0 = f � 2 Gal(L=L H ) : � (Q) = Qg = f � 2 H : � (Q) = Qg = D \ H

and

E 0 = f � 2 Gal(L=L H ) : � (� ) = � (mod Q); 8� 2 Sg

= f � 2 H : � (� ) = � (mod Q); 8� 2 Sg

= E \ H:

Now, from Theorem 6.9,L D 0
= L D K 0 and L E 0

= L E K 0.

We now consider the property ofL D referred to above. We restate Lemma 13.4 as a propo-
sition:

Proposition 13.12
e(QD jP) = f (QD jP) = 1 :
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This proposition suggests the following question: IfK 0 is a �eld intermediate between K and
L and there is a prime idealQ0 � R0 = OK 0 such that

e(Q0jP) = f (Q0jP) = 1 ;

what can we say about the relation betweenK 0 and L D ? We claim that L D must contain such
a �eld, or, in other words, L D is the largest intermediate �eld with this property.

Theorem 13.10 Let K and L be number �elds with L normal over K . If K 0 is a �eld in-
termediate betweenK and L such that the prime idealQ0 in R0 = OK 0 lying under Q has the
property

e(Q0jP) = f (Q0jP) = 1 ;

then K 0 � L D .

proof SinceQ lies over Q0 and Q0 over P, we notice that

e = e(QjQ0)e(Q0jP) = e(QjQ0) and f = f (QjQ0)f (Q0jP) = f (QjQ0):

Therefore, sinceL is a normal extension ofK 0 (Proposition 5.3), from Corollary 13.5,

[L : L D 0
] = e(QjQ0)f (QjQ0) = ef = [ L : L D ]:

However, L D � L D 0
, which implies that L D = L D 0

= L D K 0 and so K 0 � L D . This ends the
proof. 2

We now turn to a property of L E .

Proposition 13.13 We have
e(QE jP) = 1 :

proof We notice that

e(QjP) = e(QE jQD )e(QD jP) = e(QE jQD );

from Proposition 13.12. It remains to show that e(QE jQD ) = 1 . This can be derived from
Corollary 13.6 and Proposition 13.10. We have

f = [ L E : L D ] = e(QE jQD )f (QE jQD ) = e(QE jQD )f

hencee(QE jQD ) = 1 . 2

This property suggests the following question: IfK 0 is a �eld intermediate between K and L
and there a prime idealQ0 � R0 = OK 0 such that

e(Q0jP) = 1 ;

what can we say about the relation betweenK 0 and L E ? We have seen thatK 0 � L D . We claim
that L E must contain any intermediate �eld containing K 0, or, in other words, L E is the largest
intermediate �eld with this property.

Theorem 13.11 Let K and L be number �elds with L normal over K . If K 0 is a �eld interme-
diate betweenK and L and the prime idealQ0 of R0 = OK 0 lying under Q is such that

e(Q0jP) = 1 ;

then K 0 � L E .
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proof We will use a procedure analogous to that used in the proof of Theorem 13.10. As in the
proof of this theorem, we obtain e(P0jP) = 1 and e = e(QjQ0), where P0 = Q \ R0. However,
sinceL is a normal extension ofK 0 (Proposition 5.3), using Proposition 13.11 we obtain

[L : L E 0
] = e(QjQ0) = e = [ L : L E ]:

BecauseL E � L E 0
, we have the equality L E = L E 0

= L E K 0, thus K 0 � L E . This ends the
proof. 2

Remark It is interesting to compare Theorems 13.10 and 13.11. In the �rst case we obtain
K 0 � L D , which is stronger than K 0 � L E , the result obtained in the second case, because
L D � L E .

Non-rami�cation and complete splitting in composita

Let K , L be number �elds, with L an extension (not necessarily normal) ofK , and R and S
the corresponding number rings. IfP is a nonzero prime ideal inR, then we say that P splits
completely in S, if PS can be written as a product of n = [ K : L ] distinct prime ideals in S.
From Theorem 13.6 we have

nX

i =1

ei f i = n =) ei = f i = 1 :

Clearly, if ei = f i = 1 , for all i , then P splits completely in S.
We can compare this notion with that of non-rami�cation. If the ideal P splits completely

in S, then P is unrami�ed in S. However, the converse is false: We may have

SP = Q1 � � � Qs;

with s < n and certain f i > 1. Non-rami�cation is thus weaker than complete splitting. In the
following, if F and G are number �elds, with F � G, and Q is an ideal in OG , then we will write
QF for Q \ OF , the unique prime ideal of OF lying under Q. If Q is a prime ideal, then so is
QF . (It should be noticed that QD = QL D and QE = QL E .)

Theorem 13.12 Let K , L and M be number �elds, with L and M extensions ofK , and P a
nonzero prime ideal in OK which is unrami�ed (resp. splits completely) in OL and OM . Then
P is unrami�ed (resp. splits completely) in OLM .

proof We �rst consider the non-rami�cation. Suppose that P is a nonzero prime ideal which
is unrami�ed in OL and OM and Q0 a prime ideal in OLM lying over P. We must show that
e(Q0jP) = 1 . As LM is a �nite extension of K , there exists a �nite normal extension N of K
containing LM (see Section 5.1). LetQ be a prime ideal in ON lying over Q0. Proposition 13.3
ensures thatQ also lies overP. We note E the inertia group E(QjP), i.e.,

E (QjP) = f � 2 Gal(N=K ) : � (� ) � � (mod Q); 8� 2 ON g:

As QL \ OK = P and QM \ OK = P, QL and QM lie over P. Given that QL and PL are
unrami�ed over P, we have

e(QL jP) = e(QM jP) = 1 :

From Theorem 13.11N E contains both L and M and henceLM . As Q is a prime ideal, so is
QN E . Then, using Proposition 13.14, we have

1 = e(QN E jP) = e(QN E jQLM )e(QLM jP):
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This implies that e(QLM jP) = 1 , i.e., e(Q0jP) = 1 .
We now consider the complete splitting. As we have seen, the nonzero prime idealP in OK

splits completely in OLM if and only if , for every prime ideal Q0 in OLM lying over P, we have
e(Q0jP) = f (Q0jP) = 1 . As above we take a prime idealQ0 in OLM , let N be a �nite normal
extension ofK containing LM and Q be a prime ideal in N lying over Q0. Once again,Q also
lies over P. We note D the decomposition groupD(QjP), i.e.,

D (QjP) = f � 2 Gal(N=K ) : � (Q) = Qg:

We de�ne QL and QM as above and soQL and QM lie over P. As P splits completely in OL

and OM , we have

e(QL jP) = f (QL jP) = 1 and e(QM jP) = f (QM jP) = 1 :

From Theorem 13.10,N D contains both L and M , henceLM . Then, by Proposition 13.12

1 = e(QN D jP) = e(QN D jQLM )e(QLM jP) and 1 = f (QN D jP) = f (QN D jQLM )f (QLM jP);

and so
e(QLM jP) = f (QLM jP) = 1 ; i.e., e(Q0jP) = f (Q0jP) = 1 :

This �nishes the proof. 2

Exercise 13.5 In the preceeding proof, we take the normal closureN of K over LM . What is
the reason for doing so?

Corollary 13.7 Let K and L be number �elds, with K � L , and P a nonzero prime ideal in
OK . If P is unrami�ed or splits completely in OL , then the same is true in a normal closureN
of L over K .

proof Let P be a nonzero prime ideal inOK . We �rst suppose that P is unrami�ed in OL .
We must show that, if Q is a nonzero prime ideal inON lying over P, then e(QjP) = 1 . If
� 2 Gal(N=K ), then we have

OL P = Q0
1 � � � Q0

s =) P � (OL ) = � (Q0
1) � � � � (Q0

s);

which means that P is unrami�ed in O� (L ) . However, from Theorem 6.12, we know that

N =
Y

� 2 Gal (N=K )

� (L ):

Applying Theorem 13.12 successively we obtain thatP is unrami�ed in ON .
We use an analogous argument to show that, ifP splits completely in L , then P splits com-

pletely in ON . 2

A criterion for complete splitting

We begin with a preliminary result.

Proposition 13.14 Let K , L be number �elds, with L a normal extension of K . We suppose
that P is a prime ideal in OK and Q a prime ideal in OL lying over P. In addition, we assume
that the decomposition groupD = D(QjP) is normal in G = Gal(L=K ). If r is the number of
distinct prime ideals in the splitting of P in OL , then P splits into r prime ideals in OL D .
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proof Since D is normal in G, the corresponding �eld L D is a normal extension ofK . From
Lemma 13.4 we have

e(QD jP) = f (QD jP) = 1 :

Thus, using Corollary 13.2, for every prime ideal �P in OL D lying over P

e( �P jP) = f ( �P jP) = 1 :

If �r is the number of distinct prime ideals �Pi in the splitting of P in OL D , then

�rX

i =1

e( �Pi jP)f ( �Pi jP) = [ L D : K ];

i.e., �r = [ L D : K ]. However, from Proposition 13.9 we know that [L D : K ] = r , so �r = r as
claimed. 2

Theorem 13.13 Let Q be any ideal in OL lying over the prime ideal P of OK . Let us assume
the conditions of Proposition 13.14 and letK 0 be an intermediate �eld betweenK and L. Then
P splits completely in OK 0 if and only if K 0 � L D (QjP ) .

proof If P splits completely in OK 0, then

e(Q0jP) = f (Q0jP) = 1 ; (13.2)

whereQ0 is the unique ideal ofOK 0 lying under Q. (Q0 lies overP and the relation (13:2) follows
directly from the de�nition of complete splitting.) By Theorem 13.10 we have K 0 � L D .

Now suppose that K 0 � L D (QjP ) . As in the proof of Proposition 13.14, Lemma 13.4 and
Corollary 13.2 ensure that P splits completely in OL D 0 . If P0 is a prime ideal in OK 0 lying over
P, then P0 lies under some prime ideal�P in OL D lying over P. We have

e( �P jP) = f ( �P jP) = 1 = ) e(P0jP) = f (P0jP) = 1 ;

HenceP splits completely in OK 0. 2

13.8 Existence of rami�ed prime numbers

In this section our goal is to establish a necessary and su�cient condition for the existence of
a rami�ed prime number in a given number ring. We have already seen that, if p is a prime
number which is rami�ed in a number ring R = OK , then p divides disc(R) (Theorem 13.8). We
aim to show that this condition is also su�cient.

Theorem 13.14 Let K be a number �eld andR = OK . Then the prime number p is rami�ed
in R if and only if p divides the discriminant of R.

proof We have already shown that ifp is rami�ed in R, then pjdisc(R), so we only need to prove
the converse. Let us suppose thatpjdisc(R). We �x an integral basis � 1; : : : ; � n of R. Then,
from Proposition 10.7,

disc(R) = jTK= Q (� i � j )j;

where jTK= Q (� i � j )j is the determinant of the matrix T =
�
TK= Q (� i � j )

�
. From the de�nition of

the trace in Section 10.1 the elementsTK= Q (� i � j ) 2 Q. However,� i � j 2 OK , soTK= Q (� i � j ) 2 Z
(Exercise 11.1). Working modulo p, i.e., considering these elements lying inFp and, knowing
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that disc(R) = 0 in Fp, we see that the rows of the matrixT are linearly dependant, i.e., there
exist m1; : : : ; mn 2 Fp, not all 0, such that

m1
�
TK= Q (� 1� 1) : : : TK= Q (� 1� n )

�
+ � � � + mn

�
TK= Q (� n � 1) : : : TK= Q (� n � n )

�
= (0 ; : : : ; 0):

We may express this by saying that there exist integersm1; : : : ; mn , not all divisible by p, such
that

nX

i =1

TK= Q (� i � j )mi

is divisible by p, for j = 1 ; : : : ; n. If we set � =
P n

i =1 mi � i , then

pjTK= Q (�� j );

for j = 1 ; : : : ; n, and it follows that pjTK= Q (�� ), for any � 2 R, i.e., TK= Q (R� ) � Zp. Moreover,
� 2 R npR, since the integersm1; : : : ; mn are not all divisible by p and (� 1; : : : ; � n ) is an integral
basis ofR.

Let Q1; : : : ; Qs be the prime ideals in R involved in the decomposition of the ideal Rp.
Propositions 12.2 and 12.3 ensure that\ s

i =1 Qi = Q1 � � � Qs. If p is unrami�ed in R, then Rp =
Q1 � � � Qs; thus, as � =2 Rp, there exists Qi such that � =2 Qi .

We now consider a normal closureN of K over Q. From Corollary 13.7, p is unrami�ed in
ON = S. Let Q0 be a nonzero prime ideal inS lying over Qi . If � 2 Q0, then � 2 Q0 \ R = Qi ,
a contradiction, thus � =2 Q0. We claim that TN= Q (S� ) � Zp. To see this, we apply Corollary
10.3:

TN= Q (S� ) = TK= Q � TN=K (S� ) = TK= Q
�
TN=K (S)�

�
� TK= Q (R� ) � Zp:

As Q0 lies over Qi and Qi lies over p, Q0 lies over p. We take the complete setQ0; Q0
2; : : : ; Q0

t
of nonzero prime ideals inS which lie over p. From the Chinese remainder theorem (Theorem
F.1), there is a solution � 2 S of the system of equivalences

x � 1 (mod Q0)

x � 0 (mod Q0
2)

...
...

...

x � 0 (mod Q0
t ):

The element � lies in Q0
i , for i = 2 ; : : : ; t, but not in Q0. We claim that

� TN= Q (��
 ) 2 Q0, for 
 2 S;

� � (��
 ) 2 Q0, for 
 2 S and � 2 G n D,

where G = Gal(N=Q) and D = D(Q0jp). The �rst assertion is easy to prove. We only need
to observe that �
 2 S and TN= Q (S� ) � Zp � Q0. The second assertion requires a little more
work. First we notice that � 2 G n D implies that � (Q0) 6= Q0, or equivalently Q0 6= � � 1(Q0).
As � � 1(Q0) lies over p, � 2 � � 1(Q0), which implies that � (� ) 2 Q0, which in turn implies that
� (��
 ) 2 Q0.

We now claim that X

� 2 D

� (��
 ) 2 Q0

for all 
 2 S. To see this, we �rst remark that from Corollary 10.3

TN= Q (��
 ) =
X

� 2 G

� (��
 ):
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Then X

� 2 D

� (��
 ) = TN= Q (��
 ) �
X

� 2 GnD

� (��
 );

i.e., the di�erence of two elements inQ0.
We may now �nish the proof. The members � of the subgroupD of G induce automorphisms

�� of S=Q0:
�� (x + Q0) = � (x) + Q0:

Reducing � , � and 
 modulo Q0, we obtain
X

� 2 D

�� ( �� �� �
 ) = 0 ;

for all 
 2 S. We have seen above that�; � =2 Q0, so �� �� is a nonzero member of the �eldS=Q0.
As 
 runs through all the elements ofS, �
 runs through all the elements ofS=Q0. It follows that

X

� 2 D

�� (�x) = 0 ;

for all �x 2 S=Q0. Hence the automorphisms�� , with � 2 D , are not independant, which contra-
dicts the corollary to Dedekind's lemma (Corollary 8.1). The supposition that p is unrami�ed
led us to this contradiction, hencep must be rami�ed. 2

Remark We will show in the next chapter that, if K 6= Q, then jdisc(R)j > 1. Thus, in this case
there exists a prime numberp which divides disc(R). Consequently, Theorem 13.14 ensures the
existence of a rami�ed prime number. More generally, ifK � L are number �elds, then there
exists a prime ideal in OK which rami�es in OL . To see this, it su�ces to consider any prime
ideal in OK in the decomposition ofOK p, where pjdisc(OL ).

13.9 Prime decomposition in cyclotomic number rings

Let p be a prime number, s a positive integer and � = e
2 �i
p s . We will be interested in the

decomposition of a primeq in the number ring of the cyclotomic �eld K = Q(� ). As K is normal
over Q we may write

OK q = ( Q1 � � � Qr )e;

where the Qi are prime ideals inOK .

We will �rst consider the case whereq = p. In the proof of Proposition 11.10 we saw that

OK p = OK (1 � � ) � (ps ) = ( OK (1 � � )) � (ps ) (13.3)

and
NK= Q (1 � � ) = p:

From Theorem 13.4
NK= Q (1 � � ) = kOK (1 � � )k;

hencekOK (1 � � )k = p. However, from Proposition 13.4, the principal idealOK (1 � � ) is a prime
ideal, therefore the expression(13:3) is the decomposition ofOK p into prime ideals.
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We now turn to the case whereq 6= p. This is more di�cult. From Theorem 11.15 the
discriminant of OK is a power ofp. As q 6= p, q does not divide the discriminant, so, by Theorem
13.14,q is not rami�ed in OK . This implies that the decomposition has the form

OK q = Q1 � � � Qr ;

where the Qi are prime ideals inOK . We now aim to determine the value ofr .
We recall that OK = Z[� ]. For i = 1 ; : : : ; r , sinceQi jOK q, we haveQi � OK q = Z[� ]q and it

follows that Qi lies overZq. From Corollary 13.2, the inertial degreesf (Qi jq) all have the same
value. If f is the common value of the inertial degrees, then we can write

rf = � (ps) = ps� 1(p � 1); (13.4)

where� denotes the Euler totient function. We claim that f is the order ofq in the multiplicative
group Z �

ps .
Let Q be one of theQi . Then Z[� ]=Q is isomorphic to Fqf , with sub�eld Fq. (This is obtained

from the mapping � de�ned just before Proposition 13.3.) We may identify the elements ofFqf

with the cosets ofQ, which we will write in the usual way, i.e., �a = a + Q. If a 2 Z, then �a 2 Fq

and from this it follows that Fqf = Fq( �� ). This implies that an element of the Galois group
�G = Gal(Fqf =Fq) is determined by its value at �� .

Moreover, from Theorem 7.9, �G is cyclic and generated by the Frobenius automorphism
Fr : x 7�! xq. SinceFqf = Fq( �� ), the Frobenius automorphism, is determined by its value at �� .
Let f 0 be the order of q in in Z �

ps . Then

F r f 0
( �� ) = �� qf 0

= � qf 0
= � 1+ kq s ; (13.5)

for somek 2 N � . Therefore F r f 0
( �� ) = �� , which implies that f jf 0.

We now show that f 0jf . If qf � 1(mod ps), then f 0jf , so this is what we will show. We set

qf � a(mod ps);

with a 2 f 1; : : : ; ps � 1g. Suppose thata > 1. Then

� qf
= � a =) �� qf

= �� a :

However, from equation13:5),
�� qf

= ��;

hence
�� a = �� =) �� a� 1 = �1 =) 1 � � a� 1 2 Q:

On the other hand we have

� 1 + X ps
=

ps � 1Y

i =0

(� � i + X ) =)
ps � 1Y

i =1

(� � i + X ) =
� 1 + X ps

� 1 + X
= 1 + X + � � � + X ps � 1:

Noting g(X ) the last expression on the right-hand side, we obtain

ps � 1Y

i =1

(� � i + 1) = g(1) = ps:
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Since one of the factors in the expression on the left-hand side of the equation is1 � � a� 1 and
all the factors are in OK , we see thatps 2 Q. This means that Q contains both ps and q, which
are coprime. Hence1 2 Q, a contradiction. Therefore a = 1 and it follows that

qf � 1(mod ps);

as required. To conclude, we have shown thatf is the order of q in Z �
ps , as claimed.

To conclude, from (13:3) we obtain

r =
ps� 1(p � 1)

f
;

where f is the order of q in Z �
ps .

Remark Further on, in Chapter 18, we will reconsider the question of the decomposition of a
prime number in a number ring, but in a more general context.

13.10 Higher rami�cation groups

Let K and L be number �elds, with L a �nite normal extension of K . We set R = OK , S = OL

and let P � R, Q � S be prime ideals with Q lying over P. We recall the de�nition of the inertia
group:

E = E(QjP) = f � 2 G : � (� ) � � (mod Q) 8� 2 Sg;

where G = Gal(L=K ). We now extend this de�nition. For m 2 N , we set

Vm = f � 2 G : � (� ) � � (mod Qm +1 ) 8� 2 Sg:

Thus V0 = E. The Vm form a descending chain of subgroups of the decomposition group
D = D(QjP) and are calledrami�cation groups .

We recall the Krull Intersection Theorem:

Theorem 13.15 If R is a commutative noetherian domain andI a proper ideal in R, then
\ 1

m =1 I m = f 0g.

Proposition 13.15 The groups Vm are normal subgroups ofD and their intersection is the
identity.

proof Let � 2 Vm and � 2 D . Then, for � 2 S, we have

�� (� ) = � (� ) + x

with x 2 Qm +1 . This implies that

� � 1�� (� ) = � + � � 1(x):

Since� � 1Q = Q and x 2 Qm +1 , � � 1(x) 2 Qm +1 , thus

� � 1�� (� ) � � (mod Qm +1 );

and it follows that Vm is normal in D .
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As S is a noetherian domain, from Theorem 13.15,\ 1
m =1 Qm = f 0g. If � 2 \ 1

m =0 Vm and
� 2 S, then

� (� ) � � 2 \ 1
m =1 Qm = f 0g =) � (� ) = �:

Therefore � is the identity on S and consequently onL , becauseL is the �eld of fractions of S.
2

Corollary 13.8 There existsn � 0 such that Vm is reduced to the identity for m � n.

proof As D is �nite, so are the subgroupsVm and the chain must be stationary after a certain
point, i.e., there exists n such that Vm = Vn , for m � n. If Vm is not reduced to the identity for
m � n, then the intersection of the groups Vm must contain elements other than the identity,
which is a contradiction. Therefore, for m � n, Vm is reduced to the identity. 2

We recall that SE is the number ring of L E , i.e., SE = OL E , and that QE is the unique
prime ideal in SE lying under Q. We now consider the localizationsSQ and SE

Q E . These rings
are both Dedekind domains, being localizations of Dedekind domains (Theorem 12.9). They are
also local rings with respective unique maximal idealsSQ Q and SE

Q E QE (Theorem 12.10). From
Theorem 12.11 these localizations are PIDs.

If s
u 2 SE

Q E , then s 2 S, becauseSE � S. In addition, u =2 Q (If u 2 Q, then 2 SE \ Q = QE ,
a contradiction.) Hence SE

Q E � SQ , and we may considerSQ to be a SE
Q E -module. Let t be a

generator of the principal ideal SQ Q. We may suppose thatt 2 S: if t0 = t
u is a generator, then

so is t.

Theorem 13.16 The module SQ is a free module overSE
Q E , with basis B = f 1; t; : : : ; t e� 1g,

where e = [ L : L E ].

proof Our �rst step is to show that if a is a nonzero element ofL E , then there exists s 2 Z
such that SQ a = SQ Qse. Let us write L Q for the fraction �eld of SQ and L Q E for that of SE

Q E .
Then L E � L � L Q and so any nonzero elementa of L E generates a nonzero fractional ideal of
SQ , which we may write SQ a. We aim to study the decomposition of SQ a into prime ideals in
SQ . SinceL E � L Q E , a also generates a fractional ideal ofSE

Q E , namely SE
Q E a. From Theorem

12.11 there existss 2 Z such that

SE
Q E a = ( SE

Q E QE )s = SE
Q E QEs ;

and so, using the fact that SE
Q E is contained in SQ , we obtain

SQ a = SQ SE
Q E a = SQ (SE

Q E QEs ) = SQ QEs :

Now, using the inclusion ofS in SQ , we have

SQ QEs = SQ S(QEs ) = SQ (SQE )s:

SinceQE lies overQD and Q is the unique prime ideal ofS lying over QD (see Section 13.7),Q is
the unique prime ideal of S lying over QE : SQE is a power ofQ. Taking into account Theorem
13.6, with K = L E , and then Lemma 13.3 and Proposition 13.11, we obtainSQE = Qe. Finally,
we have shown that, for any nonzero elementa in L E , there existss 2 Z such that SQ a = SQ Qse.

Our next step is to show that the elements 1; t; : : : ; t e� 1 form a basis of L over L E . As
[L : L E ] = e, it is su�cient to prove that these elements are linearly independant over L E .
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Suppose thatx =
P e� 1

j =0 aj t j , with aj 2 L E and someaj 6= 0 . If 0 � k; l � e� 1, with k 6= l, and
ak 6= 0 , al 6= 0 , then we claim that sk e+ k 6= sl e+ l, where

SQ ak = SQ Qesk and SQ al = SQ Qesl :

If not, then
0 6= k � l = e(sl � sk );

which is impossible, becausejk � l j < e. We now set

m = min f esj + j : aj 6= 0 ; SQ aj = SQ Qesj g:

Let i be such that m = esi + i ; then, if 0 � j < e and aj 6= 0 , there exists � j 2 SQ such that
aj = � j tsj e. Therefore there exists� 2 SQ such that

x =
X

j;a j 6=0

� j tsj e+ j = tm (� i + t� ):

If � i 2 SQ Q, then ai = tsi eut, with u 2 SQ . This implies that

(SQ Q)si e = SQ ai � (SQ Q)si e+1 ;

which is not possible. Hence� i =2 SQ Q and it follows that � i + t� =2 SQ Q. Thus � i + t� 6= 0 and
so x 6= 0 . We have shown that the setf 1; t; : : : ; t e� 1g is independant.

At this point we should also notice that SQ x = SQ Qm . Indeed, asSQ is a local ring, its
maximal ideal SQ Q is composed of its nonunits. Hence� i + t� is a unit and so

SQ x = SQ tm = SQ Qm :

The �nal step is to show that B is also a basis of theSE
Q E -module SQ . Suppose that there

exist b0; b1; : : : ; be� 1 2 SE
Q E such that

P e� 1
j =0 bj t j = 0 . As SE

Q E is included in L E and we have
shown that B is an independant set overL E , the bj all have the value0, so B is an independant
set over SE

Q E .
We must now show that B a generating set of theSE

Q E -module SQ . Let x be a nonzero

element of SQ . As SQ is included in L , we may write x =
P e� 1

j =0 aj t j , where aj 2 L E , for all j ,
and at least oneaj is nonzero. We claim that eachaj belongs toSE

Q E . Looking at the beginning
of the proof, we notice that, if aj 6= 0 , then there is an integersj such that the fractional ideal
SE

Q E aj = ( SE
Q E QE )sj . This is the decomposition of this fractional ideal into prime ideals ofSE

Q E .
In addition, we have shown that SQ x = ( SQ Q)m is the decomposition into prime ideals ofSQ

of the fractional ideal SQ x. As x 2 SQ , SQ x is an integral ideal of SQ and som � 0 (Corollary
12.9). However,

m = min f esj + j : aj 6= 0 ; SQ aj = SQ Qesj g;

so, if aj 6= 0 , then esj + j � 0, which implies that sj � � j
e > � 1. Therefore sj � 0, because

sj is an integer. It follows that SE
Q E aj is an ideal of SE

Q E , becauseSE
Q E aj = ( SE

Q E QE )sj , and so
aj 2 SE

Q E . We have shown that B is a generating set ofSQ as aSE
Q E -module. This �nishes the

proof. 2

We continue our study of the rami�cation groups using a generator t 2 S of the principal
ideal SQ Q. We notice that t 2 S � L , so it makes sense to write� (t) for any automorphism
� 2 Gal(L=K ).
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Proposition 13.16 For i = 0 ; 1; 2; : : :,

Vi = f � 2 E : � (t) � t 2 SQ Qi +1 g:

proof If � 2 Vi , then � 2 E and � (t) � t 2 Qi +1 , sincet 2 S. However, Qi +1 � SQ (Qi +1 ), thus
� (t) � t 2 SQ Qi +1 .

Now suppose that� 2 E and � (t) � t 2 SQ Qi +1 . If x 2 S, then we may consider thatx 2 SQ

and so we can writex =
P e� 1

j =0 aj t j , with aj 2 SE
Q E (Theorem 13.15), hence

� (x) � x =
e� 1X

j =0

aj
�
� (t) j � t j �

;

because theaj are �xed by the automorphisms of E . (Indeed, aj 2 SE
Q E and SE

Q E � SE � L E .)
Also, � (t) � t j� (t) j � t j in S, i.e., � (t) j � t j = sj (� (t) � t), for somesj 2 S. As both SE

Q E and S
are included in SQ ,

e� 1X

j =0

aj
�
� (t) j � t j �

2 SQ Qi +1

Given that x 2 S, we now have

� (x) � x 2 SQ Qi +1 \ S = Qi +1 ;

where we have used Theorem 12.12 for the equality. This ends the proof. 2

We have seen that the rami�cation groups Vi form a sequence of normal subgroups of the
inertial group E. As Vi +1 � Vi , we have a sequence

E = V0 � V1 � V2 � � � �

We also know that after a certain point Vi +1 = Vi , so we may consider the sequence to be �nite.
We are now interested in the factor groupsVi =Vi +1 .

Theorem 13.17 There exists a group monomorphism fromE=V1 into S=Q� . Thus E=V1 is a
cyclic group whose order is coprime top, where Q \ Z = Zp.

proof Let t 2 S be a generator of the principal idealSQ Q, sot 2 S\ SQ Q = Q(Theorem 12.12).
If � 2 E , then � 2 D , which implies that � (t) 2 Q, becauset 2 Q. As Q � SQ Q, there exists
x � 2 SQ such that

� (t) = x � t:

From Exercise 12.8 we may suppose thatSQ as a subset ofL , i.e., we considerx = r
u 2 SQ

as an element ofl . This permits us to induce a mapping � 0 on SQ from � 2 E by setting
� 0(x) = � ( r )

� (u ) 2 L. Clearly, � (r ); � (u) 2 S. It is elementary to check that � 0 is an automorphism
of SQ . We should also notice that, since� 2 E , for all x 2 SQ ,

� 0(x) � x(mod SQ Q):

Indeed, there existsq 2 Q such that � (r ) = r + q and so

� 0(x) =
� (r )
� (u)

=
r + q
u + q0 =

r
u

�
rq0 � uq
u(u + q0)

= x + q1;
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with q1 2 SQ Q.
To simplify the notation, from here on we will write � for � 0. Our next step is to show that

x � =2 SQ Q. As � � 1 2 E, there exists x � � 1 2 SQ such that

� � 1(t) = x � � 1 t:

Then
t = �

�
� � 1(t)

�
= � (x � � 1 t) = � (x � � 1 )� (t) = � (x � � 1 )x � t:

As SQ is an integral domain, we have

1 = � (x � � 1 )x � ;

so x � is invertible in SQ , which implies that x � =2 SQ Q, becauseSQ Q is a proper ideal ofSQ .
From Corollary 12.10, there is an isomorphism� from SQ =SQ Q onto S=Q. Noting �x � the

image � (x � + SQ Q), we have �x � 6= 0 , becausex � =2 SQ Q. We now de�ne a mapping
� : E �! S=Q� by

� (� ) = �x � :

We consider the properties of� . First we notice that � is a group homomorphism: If �; � 2 E ,
� (t) = x � t and � (t) = x � t, then

�� (t) = � (x � t) = � (x � )� (t) = ( x � + vt)x � t = ( x � x � + vx � t)t;

where v 2 SQ , therefore

� (�� ) = x � x � + vx � t = �x � �x � = � (x � )� (x � );

so� is a homomorphism. We claim that the kernel of� is V1. To establish this we use Proposition
13.16. If � 2 V1, then

� (t) � t 2 SQ Q2 =) � (t) = t + vt2 = (1 + vt)t =) � (� ) = 1 + vt = �1;

where v 2 SQ . Hence� 2 Ker � . On the other hand, if � 2 Ker � , then � (� ) = �1 and we have

�x � = �1 =) � (t) � t = x � t � t = (1 + vt)t � t = vt2;

where v 2 SQ . It follows that � 2 V1. We have shown that V1 = Ker � .
As V1 is the kernel of � , the quotient group E=V1 is isomorphic to a subgroup ofS=Q� , which

is the group of nonzero elements of the �nite �eld S=Q. From Corollary 3.3 ,S=Q� is cyclic and
so E=V1 is cyclic, being isomorphic to a subgroup of a cyclic group.

There exists a unique prime numberp such that Q \ Z = pZ. As pZ � Q, we havep 2 Q,
so the characteristic ofS=Q is p. This implies that the prime �eld of S=Q is Fp and it follows
that jS=Qj = pn , for some positive integern. HencejS=Q� j = pn � 1. As jE=V1j divides pn � 1,
jE=V1j must be coprime to p. 2

Remark In the proof of the theorem we chose a particular generatort 2 S of SQ Q. In fact, we
obtain the same mapping� if we choose another such generatort0. First we notice that t0 = at,
where a 2 S�

Q . This implies that a =2 SQ Q. Then we have

� (t0) = x0
� t0 = x0

� at:
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As we saw in the proof of Theorem 13.17, ifx 2 SQ and � 2 E , then � (x) � x(mod SQ Q), so
there exists q 2 SQ Q such that � (a) = a + q = a + vt, with v 2 SQ . Hence

x0
� at = � (at) = � (a)� (t) = ( a + vt)x � t

=) x0
� a = ( a + vt)x �

=) �a�x � = �a�x0
� =) �x0

� = �x � ;

becauseSQ =SQ Q is a �eld and �a 6= 0 . Therefore the value of � (� ) is unaltered by choosing
another generator in S of SQ Q.

We now consider the quotient groupsVi =Vi +1 , with i � 1.

Theorem 13.18 There exists a group monomorphism fromVi =Vi +1 into the additive group of
the �eld S=Q. Hence Vi =Vi +1 is an abelian p-group, whereQ \ Z = Zp.

proof As in the proof of Theorem 13.17, we lett 2 S be a generator of the principal idealSQ Q
and so t 2 S \ SQ Q. If � 2 Vi , then � (t) = t + x � t i +1 , where x � 2 SQ (Proposition 13.16).
From Corollary 12.10, there is an isomorphism� from SQ =SQ Q onto S=Q. Noting �x � the image
� (x � + SQ Q), we obtain a mapping � i from Vi into S=Q de�ned by

� i (� ) = �x � :

We claim that � i is a homomorphism into the additive group of S=Q. If �; � 2 Vi , then

�� (t) = � (t + x � t i +1 ) = � (t) + � (x � )� (t i +1 ):

If x = r
u 2 SQ and � 2 Vi , then there exist q; q0 2 Qi +1 such that

� (x) =
� (r )
� (u)

=
r + q
u + q0 =

r
u

�
rq0 � uq
u(u + q0)

= x + q1;

with q1 2 SQ Qi +1 . Thus

�� (t) = t + x � t i +1 + ( x � + vt i +1 )( t + x � t i +1 ) i +1 :

However,

(t + x � t i +1 ) i +1 = t i +1 + x � (i + 1) t2i +1 + expressions in higher powers oft;

with 2i + 1 > i + 1 , becausei � 1. Hence

�� (t) = t + ( x � + x � + v0t)t i +1 ;

where v; v0 2 SQ . It follows that

� i (�� ) = x � + x � + v0t = x � + x � = �x � + �x � = � i (� ) + � i (� ):

We have shown that � i is a homomorphism fromVi into the additive group of S=Q.
Our next task is to consider the kernel of� i . If � 2 Vi +1 , then, for somev 2 SQ ,

� (t) � t 2 SQ Qi +2 =) � (t) = t + vt i +2 = t + ( vt)t i +1

and so
� i (� ) = vt = �0:
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So we haveVi +1 � Ker � i . Now suppose that� i (� ) = �0. Then �x � = �0, which implies that

� (t) = t + ( vt)t i +1 = t + vt i +2 ;

with v 2 SQ . Therefore � 2 Vi +1 and it follows that Ker � i = Vi +1 . Therefore the quotient group
Vi =Vi +1 is isomorphic to a subgroup of the additive group ofS=Q. We have seen in the proof of
Theorem 13.17 that jS=Qj = pn , whereQ\ Z = Zp and n is a positive integer, sojVi =Vi +1 j = pm ,
where m � n. Therefore the order of an element inVi =Vi +1 is a power ofp. 2

Exercise 13.6 In the proof of the preceding theorem we have used a particuler generatort 2 S of
the principal ideal SQ Q to construct the homomorphism� i , which in turn gives us a monomor-
phism �� i of Vi =Vi +1 into S=Q. Suppose that we take another generatort0 2 S of SQ Q and
so obtain another monomorphism of�� 0

i of Vi =Vi +1 into S=Q. What can we say of the relation
between�� i and �� 0

i ?

We recall the de�nition of a solvable group. A normal series of a �nite group G, with identity
e, is a chain of subgroups

G = G0 � G1 � � � � � Gn = f eg;

where the subgroupGi +1 is normal in Gi , for all i . If a �nite group G has such a series and all
the quotient groups Gi =Gi +1 are abelian, then we say thatG is a solvable group.

Proposition 13.17 The inertia and decomposition groups are solvable.

proof The series
D � E � V1 � � � � � Vm = f idD g

is a normal series, becauseE; V1; : : : ; Vm are normal in D . In Section 13.6 we saw thatD=E is
cyclic and from Theorems 13.17 and 13.18 above, fori � 0, Vi =Vi +1 is a subgroup of an abelian
group, hence abelian. It follows that E and D are solvable groups. 2

Here are two further results concerning the �rst rami�cation group V1.

Proposition 13.18 We have

� a. The cardinal of V1 is a power ofp, henceV1 is a p-group: jV1j = pk , where k � 0;

� b. If e is the rami�cation index e(QjP), then e = mpk , where p 6 jm and m = jE=V1j.

proof a. As Vm is reduced to the identity, we may write

jV1j = jV1=Vm j = jV1=V2jjV2=V3j � � � j Vm � 1=Vm j:

As all the factors on the right hand side are powers ofp, so is jV1j.
b. From Proposition 13.11, e = [ L : L E ]. In addition, from Theorem 6.6, [L : L E ] = jE j, which
in turn is equal to jV1jjE=V1j. Using part a. we obtain e = pk m, and p 6 jm, by Theorem 13.17.2

We have seen thatV1 and E are normal subgroups ofD . As E is contained in D , V1 is also
normal subgroup of E and so the cosets ofV1 in E form a group, the quotient group E=V1. We
may de�ne an action of D on E=V1 by conjugation: for � 2 D and �V1 2 E=V1, we set

� � �V1 = � (�V1)� � 1 = ( �� � � 1)V1:
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(It is simple to check that this action is well-de�ned, i.e., if � 0V1 = �V1, then � � � 0V1 = � � �V1.)
From the group action we obtain, for each� 2 D , a bijection �̂ of E=V1 de�ned by

�̂ (�V1) = � � �V1 = � (�V1)� � 1:

We may also de�ne an action ofD on S=Q: for � 2 D and s + Q 2 S=Q, we set

� � (s + Q) = � (s) + Q:

(There is no di�culty in seeing that this action also is well-de�ned.)
From this second group action we obtain, for each� 2 D , a bijection ~� of S=Q de�ned as follows:

~� (s + Q) = � � (s + Q) = � (s) + Q:

In Section 13.6 we saw that the the bijections~� belong to the Galois groupGal(S=Q; R=P) =
�G and that the corresponding mapping  : � 7�! ~� is an epimorphism. Moreover, �G is a cyclic
group generated by the Frobenius automorphism:F r : �x 7�! �xq, whereq = jR=Pj. The following
result links the bijections �̂ and ~� .

Proposition 13.19 If � 2 D is such that  (� ) = ~� is the Frobenius automorphism, then

�̂ (�V1) = � qV1;

for all cosets �V1 2 E=V1.

proof First we �x a generator t of the ideal SQ Q, i.e., SQ Q = SQ t. As �̂ (�V1) = �� � � 1, we
have

�̂ (�V1) = � qV1 () �� � 1� � 1� q 2 V1 () �� � 1� � 1� q(t) � t (mod SQ Q2):

We now sum up some basic facts which we will need further on in the proof:

� For all � 2 D , there exists x � 2 SQ such that � (t) = x � t and

� (x � � 1 )x � = 1 :

(This result is established in the proof of Theorem 13.17.)

� If � 2 D and x 2 SQ , then
� (x) 2 SQ :

Indeed, x = r
s 2 SQ can be considered an element ofL , thus � (x) = � ( r )

� (u ) , because
� ( r

u )� (u) = � ( r
u u) = � (r ). If � (u) 2 Q, then u = � � 1(� (u)) 2 � � 1(Q) = Q, because

� � 1 2 D, a contradiction. Therefore � (u) =2 Q and so � ( r )
� (u ) 2 SQ .

� If � 2 E and x 2 SQ , then
� (x) � x (mod SQ Q):

Since � : L �! L satis�es the condition � (� ) � � (mod Q), for all � 2 S, we have
� (x) � x (mod SQ Q), for all x 2 SQ , because

x =
r
u

2 SQ � L =) � (x) =
� (r )
� (u)

=
r + q
u + q0 =

r
u

�
rq0 � uq
u(u + q0)

= x + q1;

with q1 2 SQ Q.
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With these rules in mind we aim to show that

�� � 1� � 1� q(t) � t (mod SQ Q2):

To begin with, we establish that for 1 � i � q we have

� i (t) � x i
� t (mod SQ Q2):

For i = 1 , the result is clear, because� (t) = x � t. Next we consider the casei = 2 . First,

� (t) = x � t =) � 2(t) = � (x � )� (t) = � (x � )x � t:

As � 2 E , there exists v 2 SQ such that � (x � ) = x � + vt, hence

� 2(t) = ( x � + vt)x � t = x2
� t + vx � t2 = x2

� t + v1t2:

As v1 2 SQ , we have
� 2(t) � x2

� t (mod SQ Q2):

Our next step is to consider the casei = 3 . We have

� 3(t) = � (� 2(t)) = � (x2
� t + v1t)

= � (x2
� � (t) + � (v1)� (t)2

= ( x � + vt)2x � t + � (v1)(x � t)2

= x3
� t + v2t2;

where v2 2 SQ . Hence
� 3(t) � x3

� t (mod SQ Q2):

Continuing in the same way we obtain

� i (t) � x i
� t (mod SQ Q2);

for 1 � i � q and, in particular for i = q. Therefore there existsw 2 SQ such that

� q(t) = xq
� t + wt2:

We now consider the expression�� � 1� � 1� q. First,

� � 1(� q(t)) = � � 1(xq
� t + wt2)

= � � 1(xq
� )x � � 1 t + � � 1(w)� � 1(t)2

= � � 1(xq
� )x � � 1 t + � � 1(w)x2

� � 1 t2

= � � 1(xq
� )x � � 1 t + w1t2;

where w1 2 SQ . Thus
� � 1(� q(t)) � � � 1(xq

� )x � � 1 t (mod SQ Q2)

and so

� � 1� � 1� q(t) � � � 1(� � 1(xq
� )x � � 1 )x � � 1 t (mod SQ Q2)

� � � 1(xq
� )x � � 1 x � � 1 t (mod SQ Q2);
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because� � 1 2 E implies that

� � 1(� � 1(xq
� )x � � 1 ) � � � 1(xq

� )x � � 1 (mod SQ Q):

Thus

�� � 1� � 1� q(t) � xq
� � (x � � 1 )� (x � � 1 )x � t (mod SQ Q2)

� xq
� � (x � � 1 )t (mod SQ Q2);

because� (x � � 1 )x � = 1 .
Our next step is to �nd useful expressions forxq

� and � (x � � 1 ). Firstly, as � � 1 2 E, we have

x � � � � 1(x � ) (mod SQ Q) =) xq
� � � � 1(x � )q (mod SQ Q):

Secondly, we consider� (x � � 1 ). Since � (� ) � � q (mod Q), for all � 2 S, because~� is the
Frobenius automorphim, we have� (x) � xq (mod SQ Q), for all x 2 SQ Q: For x = r

u 2 SQ � L ,
we have

� (x) =
� (r )
� (u)

=
r q + q1

uq + q2
=

r q

uq �
r qq2 � uqq1

uq(uq + q2)
�

r q

uq (mod SQ Q):

Hence
� (x � � 1 ) � xq

� � 1 (mod SQ Q):

Using these two expressions, we have

�� � 1� � 1� q(t) � xq
� � (x � � 1 )t � � � 1(x � )qxq

� � 1 t (mod SQ Q2):

As � � 1(x � )x � � 1 = 1 , we �nally obtain

�� � 1� � 1� q(t) � t (mod SQ Q2);

and the result follows. 2

Corollary 13.9 If the decomposition groupD is abelian, then thenjE=V1j divides q � 1.

proof If D is abelian, then the action ofD on E=V1 is trivial, i.e., � � �V1 = �V1, for all � 2 D
and cosets�V1 2 E=V1. It follows that �̂ is the identity for every � 2 D . If � is such that
its image under the mapping  is the Frobenius automorphism, then from Proposition 13.19
�̂ (�V1) = � qV1. Thus we have�V1 = � qV1, or � q� 1(�V1) = �V1. Hence the order of�V1 divides
q � 1. However, E=V1 is cyclic, so if �V1 is a generator ofE=V1, then its order is the cardinal of
the group, hence the result. 2

Remark In the proof of Theorem 13.17 we showed thatjE=V1j divides q0� 1, whereq0 = jS=Qj.
On the other hand, in Corollary 13.9 we show that jE=V1j divides q � 1, where q = jR=Qj. As
q � 1 divides q0 � 1, when D is abelian we obtain a stronger result.
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Chapter 14

Number �elds and lattices

Before reading this chapter we advise the reader unfamiliar with lattices in euclidian space to
read our appendix on the subject. There we have brought together the basic notions on the
subject and, in particular, we state and prove Minkowski's convex body theorem.

14.1 Number rings as lattices

We consider a number �eld K , such that [K : Q] = n, with associated number ringR. There are
n monomorphisms ofK into C which �x Q. (If K is a normal extension ofQ, then the monomor-
phisms are automorphisms ofK and so form the Galois groupGal(K=Q).) Let � 1; : : : ; � r be the
monomorphisms with image in R . The others occur as pairs of complex conjugates, which we
write � 1; �� 1; : : : ; � s; �� s; clearly, n = r + 2s. We obtain a mapping � : K �! R n by setting

� (� ) = ( � 1(� ); : : : ; � r (� ); Re � 1(� ); Im � 1(� ); : : : ; Re � s(� ); Im � s(� )) ;

for all � 2 K . This mapping is a monomorphism from the additive group ofK into the additive
group of R n . The image ofR, which we note � R , is a subgroup of the additive group ofR n . We
claim that � R is a lattice. To see this, let (� 1; : : : ; � n ) be an integral basis ofR. Clearly

� R = f v 2 R n : v =
nX

i =1

ai � (� i ); ai 2 Zg:

In order to show that A = f � (� 1); : : : ; � (� n )g is an independant set in R n we consider the
determinant D of the matrix having these elements as rows. Applying appropriate column
operations we obtain that D is the product of (� 2i ) � s and the determinant D 0 of the matrix
with rows

� 1(� i ) : : : � r (� i ) � 1(� i ) � 1(� i ) : : : � s(� i ) � s(� i )

However,
D 02 = disc(R) 6= 0 ;

since any integral basis ofR is a basis of the vector spaceK over Q and Proposition 10.8 holds.
Thus A is an independant set. It follows that � R is a lattice.

We recall that the determinant of a lattice � is the volume of a parallelepiped formed by the
vectors of any basis(ui )n

i =1 . This volume is the absolute value of the determinant of the matrix
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U having these vectors as columns. Hencedet � R = jD j. Now,

D = ( � 2i ) � sD 0 =) D 2 = ( � 1)s2� 2sD 02;

therefore
det � R = jD j = 2 � s

p
jdisc(R)j:

If I is a nonzero ideal ofR, then we claim that � I = � (I ) is a sublattice of � R . To see this,
we notice that I is a free abelian group of rankn and hence has a basis(� 1; : : : ; � n ). The set
B = f � (� 1); : : : ; � (� n )g generates� (I ) over Z and is independant, hence� I is a sublattice of
� R . Also, the index of � I in � R is that of I in R, since the mapping

� : R=I �! � R =� I ; r + I 7�! � (r ) + � I

is a bijection. Therefore, using Theorem G.5, we have

kI k = jR=I j =
det � I

det � R
=) det � I = det � R kI k = 2 � s

p
jdisc(R)jkI k:

14.2 Some calculus

In this section we consider a particular subset ofR n , with n � 1, which we will use further on.
We devote a section to the calculation of its volume. We suppose thatn = r + 2s and set

A = f x 2 R n : jx1j + � � � + jx r j + 2
� q

x2
r +1 + x2

r +2 + � � � +
q

x2
n � 1 + x2

n

�
� ng:

Before considering the volume of the setA, we observe certain of its properties. For
x = ( x1; : : : ; x r ; x r +1 ; : : : ; x r +2 s) 2 R n , we set

S(x) = x1 � � � x r (x2
r +1 + x2

r +2 ) � � � (x2
n � 1 + x2

n ):

Proposition 14.1 The set A is a convex, compact, centrally symmetric subset ofRn , such that,
for all x 2 A,

jS(x)j � 1:

proof A is clearly convex, compact and centrally symmetric. The arithmetic mean of the
numbers

jx1j; : : : ; jx r j;
q

x2
r +1 + x2

r +2 ;
q

x2
r +1 + x2

r +2 ; : : : ;
q

x2
n � 1 + x2

n ;
q

x2
n � 1 + x2

n

is at most 1 and their geometric mean, which is n
p

jS(x)j is bounded above by the arithmetic
mean, thereforejS(x)j � 1. 2

We now turn to the calculation of the volume of A.

Theorem 14.1 We have
vol A =

nn

n!
2r

� �
2

� s
:
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proof We consider the volumevr;s (t) of the subset ofR r +2 s

A r;s (t) = f x 2 R n : jx1j + � � � + jx r j + 2
� q

x2
r +1 + x2

r +2 + � � � +
q

x2
n � 1 + x2

n

�
� tg:

As A r;s (t) = tA r;s (1), we have
vr;s (t) = t r +2 svr;s (1): (14.1)

Given that vol A = vr;s (r + 2s), it is su�cient to show that

vr;s (1) =
1

(r + 2s)!
2r

� �
2

� s
: (14.2)

We �rst consider the case wherer = 0 ; this implies that s � 1, becausen 6= 0 . For s = 1 we
have

v0;s (1) =
Z Z

x 2 + y2 � 1
4

1 dxdy =
�
4

:

We now suppose thats > 1 and aim to �nd a relation between v0;s (1) and v0;s� 1(1). To simplify
the notation we let f be the characteristic function of A0;s (1). f is a function in the variables
x1; : : : ; x2s. Let us setu = ( x1; : : : ; x2s� 2 and v = ( x2s� 1; x2s). If f v is the function in u obtained
by �xing v and we set

� (v) =
Z

f v (u) du;

then, by Fubini's theorem (see for example [20]), we have
Z

� (v) dv =
Z Z

f (u; v) dudv:

However, f v (u) is the characteristic function of the set

Av =
n

(x1; : : : ; x2s� 2) 2 R 2s� 2 : 2
� q

x2
1 + x2

2 + : : : +
q

x2
2s� 3 + x2

2s� 2

�
� 1� 2

q
x2

2s� 1 + x2
2s

o
:

From equation (14:1),
Z

f v (u)du =
�

1 � 2
q

x2
2s� 1 + x2

2s

� 2s� 2

v0;s� 1(1)

and so, writing f (u; v) for f v (u),
Z

f (u; v) dudv = v0;s (1) =
Z Z

x 2 + y2 � 1
4

v0;s� 1(1)
�

1 � 2
p

x2 + y2
� 2s� 2

dxdy

= v0;s� 1(1)
Z Z

x 2 + y2 � 1
4

�
1 � 2

p
x2 + y2

�
dxdy:

Using polar coordinates we obtain
Z Z

x 2 + y2 � 1
4

�
1 � 2

p
x2 + y2

� 2s� 2
dxdy =

Z 2�

0

Z 1
2

0
(1 � 2� )2s� 2� d�d�

= 2 �
Z 1

2

0
(1 � 2� )2s� 2� d�

=
�
2

Z 1

0
u2s� 2(1 � u) du

=
�
2

�
1

2s � 1
�

1
2s

�
=

�
2

1
2s(2s � 1)
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and hence the recurrence relation

v0;s (1) = v0;s� 1(1)
�
2

1
2s(2s � 1)

:

With an induction argument we �nd that

v0;s (1) =
� �

2

� s 1
(2s)!

:

We now consider the case wherer > 0 and s � 1. Let g be the characteristic function of
A r;s (1). g is a function in the variables x1; : : : ; x2s. Let us set u = ( x1; : : : ; x r � 1; x r +1 ; : : : ; x2s

and v = x r . If gv is the function in u obtained by �xing v and we set

 (v) =
Z

gv (u) du;

then, by Fubini's theorem, we have
Z

 (v) dv =
Z Z

g(u; v) dudv:

However, gv (u) is the characteristic function of the set

Bv =
n

(x1; : : : ; x r � 1; x r +1 ; : : : ; x2s) 2 R r � 1+2 s : jx1j + � � � + jx r � 1j

+ 2
� q

x2
r +1 + x2

r +2 + : : : +
q

x2
2s� 1 + x2

2s

�
� 1 � j x r j

o

From equation (14.1), we obtain
Z

gv (u) du = (1 � j x r j)r � 1+2 svr � 1;s (1)

and so, writing g(u; v) for gv (u),

Z
g(u; v) dudv = vr;s (1) =

Z 1

� 1
(1 � j xj)r � 1+2 svr � 1;s (1) dx

= 2vr � 1;s (1)
Z 1

0
(1 � x)r � 1+2 sdx

=
2

r + 2s
vr � 1;s (1):

Using this recurrence relation and the value ofv0;s (1), which we have already determined, we
obtain the expression forvr;s (1) in equation (14.2), namely

vr;s (1) =
1

(r + 2s)!
2r

� �
2

� s
:

There is one case we have not considered, namely that wherer > 0 and s = 0 . However, this
is not di�cult. As above, for r > 1 we may obtain the recurrence relation

vr; 0(1) =
2
r

vr � 1;0(1):
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This, together with the fact that v1;0(1) = 2 , enables us to establish by induction that

vr; 0(1) =
2r

r !

and hence
vol A =

nn

n!
2n ;

as desired. This �nishes the proof. 2

In the next section we will use the results we have considered here to prove certain important
properties of number rings.

14.3 The ideal class group of a number ring

We now return to number rings. As usual, let K be a number �eld with number ring R. We
recall that in the �rst section of this chapter we de�ned a monomorphism � : K �! R n , where
n is the degree of the extension ofK over Q, such that the image ofR is a lattice � R . We begin
with a property of general lattices.

Theorem 14.2 If A is a compact, convex, centrally symmetric subset ofR n , with vol A > 0,
satisfying the property

a 2 A =) j S(a)j � 1;

then every lattice � � R n contains a nonzero pointx such that

jS(x)j �
2n

vol A
det � :

proof We use Minkowski's convex body theorem (Theorem G.4). First we setB = tA , where
t > 0 and

tn =
2n

vol A
det � :

Then
vol B = tn vol A = 2 n det � :

From Minkowski's theorem, B contains a nonzero lattice point x. As x
t 2 A, we have

jS(x)j = tn jS(
x
t

)j �
2n

vol A
det � :

This ends the proof. 2

Suppose now that we can writen = r + 2s and we takeA to be the corresponding set de�ned
in the previous section, then

vol A =
nn

n!
2r

� �
2

� s

and so we obtain

Corollary 14.1 Every lattice � � R n contains a nonzero pointx such that

jS(x)j �
n!
nn

�
8
�

� s

det � :

205



Remark We emphasize that the setA and the application S depend on the values ofr and s.

We now return to the number �eld K .

Lemma 14.1 If � 2 K , then for x = � (� ), we have

S(x) = NK= Q (� ):

proof Since

� (� ) = ( � 1(� ); : : : ; � r (� ); Re � 1(� ); Im � 1(� ); : : : Re � s(� ); Im � s(� )) ;

then, by Proposition 10.2,

S (� (� )) = � 1(� ) � � � � r (� )� 1(� )�� 1(� ) � � � � s(� )�� s(� ) = NK= Q (� ):

This ends the proof. 2

Theorem 14.3 A nonzero ideal I in R, the number ring of K , contains a nonzero element�
such that

jNK= Q (� )j �
n!
nn

�
4
�

� s p
jdisc(R)j kI k:

proof Corresponding to the ideal I is the lattice � I = � (I ). From Lemma 14.1, there exists a
nonzero lattice point x such that

jS(x)j �
n!
nn

�
8
�

� s

det � I :

There exists � nonzero in I such that x = � (� ) and, from Lemma 14.1,S(x) = NK= Q (� ). In
addition, in Section 14.1 it is established that det � I = 1

2s

p
jdisc(R)jkI k, therefore

jNK= Q (� )j �
n!
nn

�
4
�

� s p
jdisc(R)j kI k;

as required. 2

From this theorem we may deduce two important results, namely

� the number of ideal classes in a number ring is �nite;

� for any number �eld K 6= Q, there is a prime number p which is rami�ed in the number
ring R of K .

Let us consider the �rst question. We set � = n !
n n

�
4
�

� s p
jdisc(R)j. (The number � is called

a Minkowski bound.)

Proposition 14.2 Every ideal class ofR contains an ideal J such that kJ k � � .

proof Let C be an ideal class. As the ideal classes form a group, there exists an ideal class
C � 1. Let I be an ideal in the classC � 1. From Theorem 14.3, there exists a nonzero� 2 I such
that jNK= Q (� )j � � kI k. I contains the principal ideal (� ), which implies that I divides (� ), i.e.,
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there exists an idealJ such that IJ = ( � ). As (� ) is an element of identity class,J lies in the
classC. Therefore, using Theorems 13.2 and 13.4, we have

jNK= Q (� )j = k(� )k = kI kkJ k;

which implies that

kJ k =
jNK= Q (� )j

kI k
�

kI k�
kI k

= �;

as required. 2

We may now handle the �rst question.

Theorem 14.4 If R is a number ring, then there is only a �nite number of ideal classes inR.

proof We claim that there is only a �nite number of nonzero ideals J such that kJ k � � . Let
J be such an ideal. If the decomposition ofJ into prime ideals is

J = Pn 1
1 � � � Pn s

s ;

then, by Theorem 13.2,
kP1kn 1 � � � kPskn s � �:

Each prime idealPi lies over a unique prime numberpi and kPi k = pu i
i , for someui 2 N � . Hence

kPi kn i = pu i n i
i � � =) pi � �:

There is only a �nite number of prime numbers p such that p � � , thus in the decomposition of
J there can only be prime ideals lying over a �nite number of prime numbers. However, from
Theorem 13.1, we know that there is only a �nite number of prime ideals lying over a given prime
number, so in the decomposition ofJ there can only be members of a certain �nite set of prime
ideals. If P is one such prime andPm is in the decomposition ofJ , then kPkm � � , so there
can only be �nite number of powers of P in the decomposition of idealsJ . It now follows that
there is only a �nite number of nonzero idealsJ such that kJ k � � , as claimed.

As any class contains a nonzero idealJ such that kJ k � � , there can only be a �nite number
of ideal classes. 2

Remark To prove Theorem 14.4 we only need to know that there is some constant� such that
every ideal class ofR contains an idealJ satisfying the inequality kJ k � � . There exists at least
one other such constant, namely

HK =
nY

i =1

nX

j =1

j� i (bj )j;

where B = f b1; : : : ; bn g is an integral basis ofOK and � 1; : : : ; � n are the embeddings ofK in C
(see [15]). This constant is known as Hurwitz's constant, hence the notation, although it is not
certain that Hurwitz was the �rst to �nd it. It has the disadvantage of being dependant on the
basis chosen and is also in general larger than Minkowski's constant. We will see further on that
the bounding constant can be used in determining the class group and it is important that this
be as small as possible.

De�nition The cardinal of the class group of a number ringOK is referred to as theclass number
of K . In general we write h(K ) (or just h) for the class number.

We now turn to the second question.
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Theorem 14.5 For any number �eld K 6= Q, there is a prime number p which is rami�ed in
the number ring R of K .

proof From Proposition 14.2 we know that there is a nonzero idealJ such that

kJ k � � =
n!
nn

�
4
�

� s p
jdisc(R)j =)

p
jdisc(R)j �

nn

n!

� �
4

� n � r
2

;

becausen = r + 2s. As �
4 < 1, we have

p
jdisc(R)j �

nn

n!

� �
4

� n
2

:

For n � 1 the sequence( n n

2n n ! ) is increasing, so

p
jdisc(R)j �

1
2

�
n
2 > 1;

when n � 2; hence some prime numberp divides jdisc(R)j. From Theorem 13.14,p is rami�ed
in R. 2

The Minkowski bound (or equivalent bound) is useful in determining the class number. In
particular, if � is less than2, then the class number is1, because every ideal class contains the
unique ideal with norm 1, namely R.

For example, consider the quadratic number �eld K = Q(
p

5). From Exercise 11.4 we
know that disc(OK ) = 5 . Also, there are no complex embeddings ofK into C. Therefore
� = 2!

22 ( 4
� )0

p
5 =

p
5

2 < 2 and the class number is1.
As a second example, we take the quadratic number �eldL = Q(

p
� 2). From the example

before Exercise 11.4, we know that disc(OL ) = � 8. As there are two complex embeddings ofL
into C, we have� = 2!

22 ( 4
� )1

p
8 = 4

�

p
2 < 2, so, as in the �rst example, the class number is1.

14.4 Dirichlet's unit theorem

Let K be a number �eld of degree n over Q. We recall that, if � 2 OK is a unit, then
NK= Q (� ) = � 1 (Proposition 11.3).

We de�ne the monomorphism � as in Section 14.1 and letUK be the set of units in OK .

As in Section 14.1, we letr be the number of real and2s the number of complex embeddings of
K into C (n = r +2s). The complex embeddings arise in pairs, namely� i and �� i , for i = 1 ; : : : ; s.
For i = 1 ; : : : ; s, let us set � r + i = � i . We de�ne a new mapping � : O�

K �! R r + s, which we will
refer to as the logarithmic mapping, by

� (� ) = (ln j� 1(� )j; : : : ; ln j� r (� )j; 2 ln j� r +1 (� )j; : : : ; 2 ln j� r + s(� )j):

Proposition 14.3 Let Y be a bounded subset ofR r + s and X = f � 2 O�
K : � (� ) 2 Yg. Then X

is a �nite set.

proof As Y is bounded, all the coordinates of� (� ) are bounded and it follows that the elements
j� i (� )j belong to a bounded interval. Hence the absolute values of the elementary symmetric
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functions of the � i (� ) lie in some bounded interval. However, the elementary symmetric func-
tions of the � i (� ) are the coe�cients of the characteristic polynomial of � (Proposition 10.2),
which is a power of the minimal polynomial m(�; Q) (Proposition 10.1). As this polynomial has
integer coe�cients, there is a real bounded interval containing the coe�cients of the character-
istic polynomial of � and these are all integers. Therefore there can only be a �nite number of
characteristic polynomials of elements� belonging to X . Since � is a root of its characteristic
polynomial, X is a �nite set. 2

Corollary 14.2 The kernel G of � is a �nite group.

proof To see that G is �nite, it is su�cient to take Y = f 0g in Proposition 14.3. We also need
to show that G is a group. If � 2 G, then j� i (� )j = 1 , for all i , From Proposition 10.2,

jNK= Q (� )j =
nY

i =1

j� i (� )j = 1 ;

so � is a unit. Therefore G is the kernel of � restricted to UK , which is a homomorphism. Hence
G is a group. 2

We now examineG in more detail.

Proposition 14.4 The kernel G of � consists of all the roots of unity ofK and is cyclic.

proof As G is a �nite subgroup of K � , by Theorem 3.3, G is cyclic. If n is the order of G and
� 2 G, then � n = 1 , hence all elements ofG are roots of unity.

Suppose that � 2 K and � m = 1 , for somem 2 N � . Then � 2 OK and, for every i , with
i = 1 ; : : : ; r + s,

j� i (� )jm = j� i (� m )j = j1j = 1 :

Thus, for all i , j� i (� )j = 1 , so ln j� i (� )j = 0 , which implies that � 2 G. 2

We now turn to the analysis of the group of units UK . We recall that a subgroup H of a
topological group G is discrete if the topology induced onH is discrete. For example,(Zn ; +) is
a discrete subgroup of(R n ; +) with the usual metric topology.

Proposition 14.5 If K is a number �eld, then its group of units UK is �nitely generated and
there existst � r + s such that UK is isomorphic to the product G � Z t .

proof From Proposition 14.3, every bounded subset ofR r + s contains only a �nite number of
elements of� (UK ), hence� (UK ) is a discrete subgroup ofR r + s. From Theorem G.6, there exists
t � r + s such that � (UK ) is a lattice in R t , hence a free abelian group of rankt (Corollary
G.1). By the �rst isomorphism theorem � (UK ) is isomorphic to the quotient group UK =G, hence
UK =G is a free abelian group of rankt, which we write multiplicatively. If B = f G� 1; : : : ; G� t g
is a basis ofUK =G and G� belongs toUK =G, then G� is a �nite product of powers of the G� i :

G� = G� k1
1 � � � G� k t

t = G� k1
1 � � � � k t

t ;

where the ki are unique. Thus there exists� 2 G such that � = �� k1
1 � � � � k t

t . Clearly, � is
unique. From Proposition 14.4 ,G is cyclic, soUK is �nitely generated. We also notice that the
mapping

g : UK �! G � Z t ; � 7�! (�; k 1; : : : ; kt )
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is a group isomorphism. 2

We will now aim to make precise the value oft. If � 2 UK then

� 1 = NK= Q (� ) =
nY

i =1

� i (� ) =
rY

i =1

� i (� )
r + sY

j = r +1

� j (� )� j (� );

which implies that

0 =
rX

i =1

ln j� i (� )j +
r + sX

j = r +1

2 ln j� j (� )j:

Thus � (� ) belongs to the hyperplane

H = f (x1; : : : ; x r + s) :
r + sX

i =1

x i = 0g;

which has dimensionr + s � 1. Hence� (UK ) may be considered a discrete subgroup ofR r + s� 1

and it follows that � (UK ) is a lattice in R t , where t � r + s � 1 (Theorem G.6). Therefore
� (UK ) is a free abelian group of rankt � r + s � 1 (Corollary G.1). This improves our estimate
of t found in the proof of Proposition 14.5, where we only found that the rankt of � (UK ) was
bounded by r + s. It follows that UK is isomorphic to the product G � Z t , with t � r + s � 1.

If r + s = 1 , then t = 0 and UK is isomorphic to the group G. In fact, in all cases we have
equality, i.e., t = r + s � 1. This is the content of Dirichlet's unit theorem, which we will now
prove. The proof is much longer than those of the results we have encountered up to now in this
section.

Theorem 14.6 The group UK of the number �eld K is isomorphic to the productG � Z t , where
G is the �nite cyclic group consisting of all the roots of unity in K and t = r + s � 1.

proof We have already covered the case wherer + s = 1 , so we will suppose thatr + s > 1. Let
W be the R -span of� (UK ). Above we de�ned a certain hyperplaneH . Since� (UK ) is contained
in H , W is a subspace ofH . We aim to show that W = H . To do so, it is su�cient to prove
that W ? � H ? , or equivalently that x =2 H ? =) x =2 W ? . We �x x = ( x1; : : : ; x r + s) =2 H ? and
de�ne a function f : K � �! R by

f (� ) = x1 ln j� 1(� )j + � � � + x r ln j� r (� )j + x r +1 2 ln j� r +1 (� )j + x r + s2 ln j� r + s(� )j:

To show that x =2 W ? we will �nd u 2 UK such that f (u) 6= 0 . We will procede by steps.

Step 1: An application of Minkowski's theorem

Let
A =

p
jdisc(OK )j(

2
�

)s 2 R �
+ :

and let us choosec1; : : : ; cr + s 2 R �
+ such that

c1 � � � cr � (cr +1 � � � cr + s)2 = A:
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We de�ne S to be the subset ofR n composed of elements(x1; : : : ; xn ) such that, for i = 1 ; : : : ; r ,
jx i j � ci , and x2

r +1 + x2
r +2 � c2

r +1 , x2
r +3 + x2

r +4 � c2
r +2 , . . . ,x2

n � 1 + x2
n � c2

r + s. We may view S
as a product of r intervals and s discs. We obtain

vol (S) =
rY

r =1

(2ci )
r + sY

i = r +1

(�c 2
i ) = 2 r � sA:

We may associate a lattice� OK (= � (OK )) with OK . From Section 14.1 we have

det � OK = 2 � s
p

jdisc(OK )j

and so

2r � sA = 2 r � s
p

jdisc(OK )j(
2
�

)s

= 2 r + s
p

jdisc(OK )j

= 2 r + s2s det � OK

= 2 n det � OK ;

i.e.,
vol (S) = 2 n det � OK :

From Minkowski's theorem (Theorem G.4), S contains a nonzero lattice point, i.e., the set
S \ � (OK ) contains a nonzero element. Therefore there exists� 2 OK which is nonzero and such
that j� i (� )j � ci , for i = 1 ; : : : ; r + s.

Step 2: Properties of the point �

First we consider the norm of � . To simplify the notation, for i = 1 ; : : : ; s, we set � r + i = � i

and � r + s+ i = � i . Then

jNK= Q (� )j = j
r +2 sY

i =1

� i (� )j

=
rY

i =1

j� i (� )j
r + sY

i = r +1

j� i (� )j2

� c1 � � � cr � (cr +1 � � � cr + s)2 = A:

As � is nonzero we also havejNK= Q (� )j � 1, because the norm of an algebraic integer is an
integer. Thus we have1 � j NK= Q (� )j � A.

We now use the norm to estimate the values of the elementsj� i (� )j. Suppose that for some
i � r we havej� i (� )j < ci

A . Then

1 � j NK= Q (� )j < c 1 � � �
ci

A
� � � cr � (cr +1 � � � cr + s)2 =

A
A

= 1 ;

a contradiction, so j� i (� )j � ci
A , for i = 1 ; : : : ; r . In the same way, j� i (� )j2 � c2

i
A , for i =

r + 1 ; : : : ; r + s. Thus we have
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ci

j� i (� )j
� A; i = 1 ; : : : ; r and

�
ci

j� i (� )j

� 2

� A; i = r + 1 ; : : : ; r + s: (14.3)

From Theorem 13.5, there is only a �nite number of ideals inOK of a given norm, therefore
there exists a �nite number of nonzero principal ideals(
 1); : : : ; (
 m ) of norm at most A. Since
k(� )k = jNK= Q (� )j � A, we must have (� ) = ( 
 k ), for some k, so there exists a unit u 2 OK

such that � = u
 k .

Step 3: Showing that f (u) 6= 0

For the point x =2 H ? we de�ne

a = a(c1; : : : ; cr + s) = x1 ln c1 + � � � + x r +1 2 ln cr +1 + � � � :

We recall the de�nition of the function f : K � �! R :

f (� ) = x1 ln j� 1(� )j + � � � + x r +1 2 ln j� r +1 (� )j + � � � :

Then

jf (u) � aj = jf (� ) � f (
 k ) � aj

� j f (
 k )j + ja � f (� )j

= jf (
 k )j + jx1(ln c1 � ln j� 1(� )j) + � � � + 2x r +1 (ln cr +1 � ln j� r +1 (� )j) + � � � j

= jf (
 k )j + jx1 ln
�

c1

j� 1(� )j

�
+ : : : + x r +1 ln

�
cr +1

j� r +1 (� )j

� 2

+ � � � j

� j f (
 k )j + ln A
r + sX

i =1

jx i j

� max jf (
 k )j + ln A
r + sX

i =1

jx i j = B:

where we have used the equations (14.3). If we can �nda, which depends on theci , such that
jaj > B , then jf (u) � aj � B would imply that jf (u)j > 0. We will now show that it is possible
to �nd such an element a.

We recall the de�nition of the hyperplane H :

H = f z = ( z1; : : : ; zr + s) 2 R r + s :
r + sX

i =1

zi = 0g:

SinceH ? is the vector subspace generated by the vector

v = (1 ; : : : ; 1) 2 R r + s;

x =2 H ? implies that we cannot have x1 = � � � = x r + s. To simplify the notation, we set di = ci ,
for i = 1 ; : : : ; r and di = c2

i , for i = r + 1 ; : : : ; r + s. Then

a = x1 ln d1 + � � � + x r + s ln dr + s
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and
Q r + s

i =1 di = A. As already stated there exist x i 6= x j . Without loss of generality, let us
suppose that i = 1 and j = 2 . If we set d3 = � � � = dr + s = 1 , then d1d2 = A and

jaj = j
r + sX

i =1

x i ln di j = jx1 ln d1 + x2 ln d2j

= jx1 ln d1 + x2 ln
A
d1

j

= j(x1 � x2) ln d1 + x2 ln Aj �! 1 ;

when d1 �! 1 . Hence we can �nd an elementa such that jaj > B and soW = H .

In Proposition 14.5 we saw that there are elements� 1; : : : ; � t 2 UK such that for any element
� 2 UK we have� = �� k1

1 � � � � k t
t , where � is a root of unity. Then

� (� ) = � (�� k1
1 � � � � k t

t ) = k1� (� 1) + � � � + kt � (� t ):

It follows that the set B = f � (� 1); : : : ; � (� t )g is a generating set ofW and hence ofH . Given
that the dimension of H is r + s � 1, we havet � r + s � 1. However, we know that t � r + s � 1,
so we havet = r + s � 1. We deduce that B is a basis of the vector spaceH . Also, � (UK ) is a
free abelian group of rankt and the elements ofB form an independant generating set, soB is
also a basis of the free abelian group� (UK ). 2

Dirichlet's unit theorem implies that there are t = r + s � 1 particular units in OK such that
any unit � 2 OK can be expressed uniquely in the form

� = �� k1
1 � � � � k t

t ;

with � a root of unity and the ki in Z. The set f � 1; : : : ; � t g, which is not unique, is called a
fundamental system of units.

As an example, let us consider the cyclotomic �eldK = Q(� ), where � = e
2 �i

p , with p an odd
prime number. The degree of the extensionK over Q is p� 1 and so there arep� 1 embeddings
in C. As the applications � j , with � j (� ) = � j , for j = 1 ; : : : ; p � 1, are distinct embeddings, all
the embeddings are complex, i.e.,r = 0 ; 2s = p� 1, which implies that t = 0 + p� 1

2 � 1 = p� 3
2 . If

p = 3 , then the only units are the roots of unity. If p � 5, then there is an in�nite number of units.

If K = Q(
p

m) is an imaginary quadratic �eld, then there are no real embeddings and so
2s = n = 2 = ) s = 1 = ) t = 0 , so again the only units are the roots of unity.

Now we consider real quadratic �elds, which are more interesting. IfK = Q(
p

m) is a real
quadratic �eld, then there are no imaginary embeddings in C, so s = 0 and r = 2 . Thus t = 1
and there is an in�nite number of units. There are only two roots of unity, namely � 1, hence
there exists an elementx 2 UK such that the elementsu 2 UK can be written u = � xn , with
n 2 Z. If u is a unit, then so are� u, 1

u and � 1
u . This implies that there are units u with u > 1.

Let us set U+
K for the set of such units. The elements ofUK can be determined from those of

U+
K : u 2 UK if and only if there exists v 2 U+

K such that u = � v or u = � 1
v .

Let us look more closely at the setU+
K . If v 2 U+

K , then v = � xn , which implies that v = jxjn .
Clearly jxj 2 UK . If jxj < 1, then we may replacex by 1

x , which ensures that v = jxjn , with
n 2 N � . It is clear that jxj is the minimum of U+

K and that the elements ofU+
K are the positive
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powers of this minimum, which we call the fundamental unit of K .

We now consider how we might calculate the fundamental unit. There are di�erent ap-
proaches to this question. We will give an elementary method. There are two cases.

Case 1:m � 2; 3 (mod 4) The algebraic integers are of the formx = a+ b
p

m, with a; b2 Z (see
the proof of Theorem 11.6). The units are those whose norm is� 1, i.e., a2 � b2m = � 1. We
seek the smallest such element whose value is greater than 1. Here is a simple method to �nd
it: Compute mb2 for b = 1 ; 2; 3: : : until either mb2 + 1 or mb2 � 1 is a squarea2, where a > 0.
Then set u = a + b

p
m. u is the fundamental unit.

Example Let m = 6 . Then 6 � 12 � 1 is not a square. However,6 � 22 = 24 and 24 + 1 = 5 2,
hence the fundamental unit is5 + 2

p
6.

Case 2:m � 1 (mod 4) The algebraic integers are of the formx = 1
2 (a + b

p
m), where a; b 2 Z

and have the same parity (see the proof of Theorem 11.6). Since the norm ofx is 1
4 (a2 � mb2),

x is a unit if and only if a2 � mb2 = � 4, with a and b both odd or even. We seek the smallest
such element whose value is greater than 1. Here is a simple way to �nd it: Computemb2 for
b = 1 ; 2; 3: : : until either mb2+4 or mb2 � 4 is a squarea2, wherea > 0. Then setu = 1

2 (a+ b
p

m).
u is the fundamental unit. (As m is odd, the elementsa and b found will have the same parity;
this may be seen by considering the norm ofu.)

Example Let m = 17. Then 17�12 � 4 is not a square. However,17�22 = 68 and 68� 4 = 64 = 8 2,
hence the fundamental unit isu = 1

2 (8 + 2
p

17) = 4 +
p

17.

Exercise 14.1 Calculate the fundamental unit ofQ(
p

m) for m = 7 , m = 11 and m = 21.

Exercise 14.2 Let m � 2; 3 (mod 4), K = Q(
p

m) and u = a + b
p

m be an element ofUK .
Show that � a � b

p
m all belong to UK . Establish a similar result for m � 1 (mod 4) and

u = 1
2 (a + b

p
m) an element ofUK

Remark We have seen here that all the embeddings of the number �eldK into C may be real.
In this case we say thatK is totally real. Then the units in OK are the roots of unity and soUK

is �nite. On the other hand, it may be so that no embedding is real. In this case we say thatK
is totally imaginary .

Exercise 14.3 Show that a number �eld K which is a normal extension ofQ is either real or
imaginary.

14.5 Hermite's theorem

In this section we will see another application of Minkowski's theorem (Theorem G.4). We will
show that for any given positive integer there is only a �nite number of number �elds whose ring
of integers has a discriminant equal to the positive integer in question. We will begin with a
preliminary result.

Proposition 14.6 Let K be a number �eld of degreen and r (resp. 2s) the number of real
(resp. complex) embeddings ofK into C. If I is a nonzero ideal inOK and c1; : : : ; cr + s positive
constants such that

r + sY

i =1

ci > (
2
�

)s jdisc(OK )j
1
2 kI k;
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then there exists� nonzero in I , with j� i (� )j < c i for 1 � i � r , and j� r + j (� )j2 < c r + j , for
1 � j � s.

proof Consider the region

X (c) = f x = ( y; z) 2 R n ' R r � C s : jyi j < c i ; 1 � i � r ; jzj j2 < c r + j ; 1 � j � sg:

It is clear that X (c) is convex and centrally symmetric. Also

� (X (c)) = 2 r � s
r + sY

i =1

ci > 2r � s(
2
�

)s jdisc(OK )j
1
2 kI k

= 2 n 2� s jdisc(OK )j
1
2 kI k;

where � denotes Lebesgue measure onR n . In Section 14.1 we saw that

det � I = 2 � s jdisc(OK )j
1
2 kI k =) � (X (c)) > 2n det � I :

From Minkowski's theorem there exists an� 2 I such that � (� ) 6= 0 and � (� ) 2 � I \ X (c). Thus
we have� 6= 0 and j� i (� )j < c i for 1 � i � r , and j� r + j (� )j2 < c r + j , for 1 � j � s, as required.2

We are now in a position to establish Hermite's theorem.

Theorem 14.7 For a �xed positive integer d there exist only �nitely many number rings OK

such that disc(OK ) = d.

proof If K is a number �eld and [K : Q] = n, then there is an ideal I in OK such that

kI k �
n!
nn (

4
�

)s jdisc(OK )j
1
2 =)

nn

n!
(
�
4

)s � j disc(OK )j
1
2 ;

becausekI k � 1. Hence the degree of the extension is bounded and so it is su�cient to prove
that there is only a �nite number of number rings with a given discriminant when the degree of
the corresponding number �eld has a certain value. We consider two cases : (1)K has a real
embedding in C, (2) all embeddings ofK in C are complex.

Case 1In this case r > 0. We choose real numbersci , for 1 � i � r + s, such that c1 > 1, ci < 1
for i > 1 and

r + sY

i =1

ci > (
2
�

)s jdisc(OK )j
1
2 :

From Proposition 14.6 there exists a nonzero� 2 OK such that j� i (� )j < c i , for 1 � i � r , and
j� r + j (� )j2 < c r + j , for 1 � j � s. Since

1 � j NK= Q (� )j = j� 1(� )j
rY

i =2

j� i (� )j
sY

j =1

j� r + j (� )j2;

we havej� 1(� )j > 1 and j� i (� )j < 1, for � i 6= � 1. Hence� 1(� ) 6= � i (� ), if i 6= 1 .

Case 2We de�ne a centrally symmetric convex regionX of C s as follows:

X = f z 2 C s : j< (z1)j <
1
2

; j= (z1)j < c 1; jzj j2 < c j =
1
2

; 2 � j � sg;
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where c1 is some constant such that� (X ) > 2n 2� s jdisc(OK )j
1
2 = 2 n det � . From Minkowski's

theorem there exists a nonzero� 2 OK such that � (� ) 2 X \ � , where � is the usual monomor-
phism of K into C. Therefore we havej< (� 1(� )) j < 1

2 , j= (� 1(� )) j < c 1 and j� j (� )j2 < 1
2 , for

2 � j � s. Now

1 � j NK= Q (� )j = j� 1(� )j2
sY

j =2

j� j (� )j2 =) j � 1(� )j2 > 1:

Therefore, if 2 � j � s, we have� i (� ) 6= � 1(� ). (As j� 1(� )j > 1 and j< (� 1(� )) j < 1
2 , we must

have j= (� 1(� )) j >
p

3
2 )

In both cases we haven = [ Q(� ) : Q]. If this is not the case, then[K : Q(� )] = m � 2 and � 1

restricted to Q(� ) may be extended toK in m distinct ways (Theorem 3.2), which implies that
there exists � i 6= � 1 such that � i (� ) = � 1(� ), a contradiction. It follows that [K : Q(� )] = 1 ,
i.e., K = Q(� ). If f = m(�; Q), then degf = n and f 2 Z[X ].

From Proposition 10.2 we have

char K= Q (� ) =
nY

i =1

(� � i (� ) + X ) 2 Z[X ];

because charK= Q (� ) is a power of f , by Corollary 10.1. Also, as the ci are bounded, so are
the coe�cients of char K= Q (� ) and it results that the coe�cients of f are all bounded. We now
observe that there can only be a �nite number of polynomials in Z[X ] with all the coe�cients
bounded. Let us write P(c) for the set of such polynomials obtained here. IfK is a number �eld
whose ring of integersOK has discriminant d and [K : Q] = n, then, from what we have seen,
there exists � with minimal polynomial f in P(c) such that K = Q(� ). As a polynomial has a
�nite number of roots, there can only be a �nite number of number �elds with K = Q(� ) and �
a root of a polynomial in P(c). This �nishes the proof. 2
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Chapter 15

Di�erents

In this chapter we introduce the di�erent, which, as the norm, trace and discriminant, plays an
important role in algebraic number theory. We will de�ne the di�erent and then consider its
properties. As the de�nition requires quite a lot of preliminary work, we will consecrate a section
to it.

15.1 De�nition of the di�erent

Let C be a Dedekind domain andK its �eld of fractions. Suppose that L is an n-dimensional
separable extension ofK and D the integral closure of C in L . From Theorem 12.15,D is also
a Dedekind domain and, from Proposition 11.2,L is the �eld of fractions of D . We consider
the bilinear form B de�ned on L � L by (x; y) 7�! TL=K (xy). This is nondegenerate, because
L is a separable extension ofK (see Corollary 10.4). From Lemma 12.8, we know that if
B = f x1; : : : ; xn g is a basis of L over K , then B has a dual basisB� = f x �

1; : : : ; x �
n g, i.e.,

B (x i ; x �
j ) = � ij , where � ij is the Kronecker symbol.

Proposition 15.1 Let L be a separablen-dimensional extension ofK and B the nondegenerate
bilinear form on L � L de�ned above. We suppose thatf x1; : : : ; xn g is a basis ofL over K and
f x �

1; : : : ; x �
n g its dual basis. Then

discL=K (x1; : : : ; xn ) � discL=K (x �
1; : : : ; x �

n ) = 1 :

proof Let � 1; : : : ; � n be the K -monomorphisms ofL into an algebraic closureC of K . We set
X = ( � i (x j )) and X � =

�
� i (x �

j )
�
. Then

X � t x =
�
TL=K (x �

i x j )
�

;

therefore
det X � det X = det I n = 1 :

However,

discL=K (x1; : : : ; xn ) = (det X )2 and discL=K (x �
1; : : : ; x �

n ) = (det X � )2;

therefore
discL=K (x1; : : : ; xn ) � discL=K (x �

1; : : : ; x �
n ) = 1 ;
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as required. 2

For a subsetM of L , we de�ne

M � = f x 2 L : TL=K (xy) 2 C; 8y 2 M g:

M � is called thecomplementary subsetof M . In the next proposition we consider some elementary
properties of complementary subsets.

Proposition 15.2 We have

� a. M � is a C-module. If DM � M , then M � is a D-module.

� b. M 1 � M 2 =) M �
2 � M �

1 .

� c. D � D � and TL=K (D � ) � C.

� d. If M is a free C-module with basisB = f x1; : : : ; xn g, then M � is a free C-module with
basis f x �

1; : : : ; x �
n g and M �� = M .

(The basis B is also a basis of the vector spaceL over K , so has a dual basisB� = f x �
1; : : : ; x �

n g
in L .)

proof a. Let x1; x2 2 M � and y 2 M . Then

TL=K ((x1 + x2)y) = TL=K (x1y) + TL=K (x2y) 2 C;

so x1 + x2 2 M � . If a 2 C, x 2 M � and y 2 M , then

TL=K ((ax)y) = aTL=K (xy) 2 C;

so ax 2 M � . We have shown that M � is C-module.
Suppose now thatDM � M . If b 2 D , x 2 M � and y 2 M , then

TL=K ((bx)y) = TL=K (x(by)) 2 C;

becauseby 2 M . Hencebx 2 M � and it follows that M � is a D-module.

b. The proof of this part is elementary.

c. Let x 2 D . As x is integral over the integrally closed domain C, from Proposition 11.1
the minimal polynomial m(x; K ) has coe�cients in C. However, the characteristic polyno-
mial char L=K (x) is a positive power ofm(x; K ) (Proposition 10.1), therefore the coe�cients of
char L=K (x) belong to C, in particular TL=K (x) 2 C. Thus TL=K (D ) � C. If x; y 2 D , then
xy 2 D and soTL=K (xy) 2 C, which implies that x 2 D � and it follows that D � D � .

By de�nition, if x 2 D � , then TL=K (xy) 2 C, for all y 2 D . As 1 2 D, TL=K (x) 2 C and so
TL=K (D � ) � C.

d. We know that B� is a basis ofL over K . To show that B� is a basis ofM � , we �rst need to
establish the inclusion ofB� in M � . If x �

i 2 B � , then, for x j 2 B, we have

TL=K (x �
i x j ) = � ij 2 C =) TL=K (x �

i y) 2 C; 8y 2 M;

becausef x1; : : : ; xn g is a C-basis ofM . Thus x �
i 2 M � , for all i .
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As B� is independant overK , this is also the case overC, which is a subset ofK . To show
that B� is a basis ofM � , we need to show that it is a generating set. AsB� is a basis ofL over
K , for x 2 M � , we havex =

P n
i =1 ai x �

i , with ai 2 K . It is su�cient to show that the ai 2 C.
We have

aj = TL=K

  
nX

i =1

ai x �
i

!

x j

!

2 C 8j =) aj 2 C;

Thus B� is a generating set ofM � .
We now turn to the second part of d. M � is composed of those elementsx 2 L which can be

written in the form x =
P n

i =1 ai x �
i , with ai 2 C, for all i . Replacing M by M � , we see thatM ��

is composed of those elementsx 2 L which can be written in the form x =
P n

i =1 ai x ��
i , with

ai 2 C, for all i . As x ��
i = x i , for all i , we have

M �� = M;

as claimed. 2

We now concentrate our attention onD � . For the next proposition we will need two standard
results on Noetherian rings. Proofs may be found, for example, in [1].

Lemma 15.1 � a. If M is a �nitely generated module over a noetherian ringR, then M is
noetherian.

� b. A submodule of a noetherian module is �nitely generated.

Proposition 15.3 D � is a fractional ideal of D .

proof As DD � D , from Proposition 15.2 a., D � is a D-module (contained in the �eld of
fractions of D). It is su�cient to show that D � is a �nitely generated D-module. (If this is
the case, then the product of the denominators of the elements of a generating set provides a
denominator of D � .)

Since the extensionL=K is �nite and separable, from the primitive element theorem there
exists � 2 L such that L = K (� ). As � is algebraic overK , the fraction �eld of C, there exists
c 2 C n f 0g such that d = c� is is integral over C; then d belongs to D , the integral closure of
C in L . Moreover, the set D = f 1; d; : : : ; dn � 1g is a basis ofL over K , since [L : K ] = n and
L = K (d) ensure that the the degree of the minimal polynomialm(d; K ) is n. The free module
C-module generated byD is the module C[d].

As C[d] � D , we haveD � � C[d]� , using Proposition 15.2b. Also, C is a Dedekind domain,
hence a noetherian domain, andC[d]� is �nitely generated over C, so C[d]� is a noetherian
C-module (Lemma 15.1a.). Since D � is a submodule of theC-module C[d]� , D � is �nitely
generated overC (Lemma 15.1b. ). Given that C � D , this is also the case overD . 2

We are now in a position to de�ne the di�erent. We notice that D � is nonzero, because
D � D � , so it has an inverse in the set of fractional ideals ofD . The fractional ideal (D � ) � 1 is
called the di�erent of D over C and is denoted�( D jC). In the next section, we will see that the
di�erent is in fact an integral ideal of D .

Remark Suppose thatK and L are number �elds, where L is a �nite extension of K . If we set
C = OK and D = OL , then C and D are Dedekind domains andD is the integral closure ofC
in L . In this case we often write � L=K for �( D jC). If K = Q, then, instead of writing � L= Q ,
we often use the shorter form� L . � L is called the absolute di�erent of L .
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15.2 Basic properties of the di�erent

As we said at the end of the preceding section, the di�erent is an integral ideal ofD . We will
now prove this.

Proposition 15.4 The di�erent of D over C is an integral ideal of D .

proof As D � D � , we have(D � ) � 1 � D � 1 = D, so (D � ) � 1 is an integral ideal of D . 2

We may generalize the product of two ideals in the following way. IfR � S are commutative
rings and I (resp. J ) is an ideal in R (resp. S), then we may de�ne the product JI to be the
collection of all sums of the form

P n
i =1 x i yi , where x i 2 I and yi 2 J . Then clearly JI is an

ideal in S. In the case whereR and S are integral domains, we may generalize the product of
fractional ideals in a similar manner.

We recall that C is a Dedekind domain with �eld of fractions K , L a �nite separable extension
of K and D the integral closure ofC in L . In addition, let M be �nite separable extension ofL
and E the integral closure of D in M . Then M is also a �nite separable extension ofK and E
the integral closure ofC in M . The di�erents �( D jC), �( E jC) and �( E jD ) are all de�ned and
related in the following way:

�( E jC) = �( E jD )�( D jC):

We say that the di�erent is transitive. To prove this result we need a lemma.

Lemma 15.2 Let C be a Dedekind domain, with �eld of fractionsK , L a �nite separable exten-
sion of K and D the integral closure ofC in L . Assume that J is a fractional ideal of D . Then
TL=K (J ) � C if and only if J � D � .

proof Suppose thatTL=K (J ) � C. As J is a D-module, we haveJ = DJ . If x 2 J and d 2 D,
then TL=K (xd) = TL=K (y), with y 2 J . Thus TL=K (xd) 2 C and it follows that J � D � .

We now consider the converse. Suppose thatJ � D � . If x 2 J and d 2 D, then TL=K (xd) 2 C.
Setting d = 1 , we obtain TL=K (x) 2 C and it follows that TL=K (J ) � C. 2

We may now establish the transitivity of the di�erent referred to above.

Theorem 15.1 We have
�( E jC) = �( E jD )�( D jC):

proof To simplify matters, we will proceed in steps. However, �rst of all we recall that

�( E jD ) � 1 = f x 2 M : TM=L (xy) 2 D; 8y 2 Eg

and
�( E jC) � 1 = f x 2 M : TM=K (xy) 2 C; 8y 2 Eg:

Also, we will write D � for �( D jC) � 1.

Step 1 If JE is a fractional ideal of E contained in �( E jD ) � 1, then

TM=K (JE D � ) � TL=K (D � ) :

Indeed, if d 2 D , d� 2 D � and j E 2 JE , then

TL=K
�
TM=L (j E d� )d

�
= TL=K

�
dd� (TM=L (j E ))

�
;
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becaused� 2 L. Moreover, j E 2 �( E jD ) � 1 implies that TM=L (j E ) 2 D . Consequently,
TL=K

�
TM=L (j E d� )d

�
� C, sinced� 2 D � . This means that

TM=L (JE D � ) � D � =) TL=K � TM=L (JE D � ) � TL=K (D � )

and transitivity of the trace ensures that the statement of Step 1 holds.

Step 2 JE � �( E=C) � 1D � .

From Proposition 15.2 c. and the �rst step, we have

C � TL=K (D � ) � TM=K (JE D � ):

Now, using Lemma 15.2, withL = M , D = E and J = JE D � , we obtain

JE D � � �( E jC) � 1 =) JE � �( E jC) � 1�( D jC);

becauseD � = �( D=C) � 1.

Step 3 �( E jC) = �( E jD )�( D jC).

Setting JE = �( E jD ) � 1, we obtain

�( E jD ) � 1 � �( E jC) � 1�( D jC):

SinceC � D , we have�( E jC) � 1 � �( E jD ) � 1 and so

�( E jD ) � 1 � �( E jC) � 1�( D jC) � �( E jD ) � 1�( D jC) � �( E jD ) � 1;

because�( E jD ) � 1 is an E-module and �( D jC) � D . Therefore

�( E jD ) � 1 = �( E jC) � 1�( D jC) =) �( E jC) = �( E jD )�( D jC):

This ends the proof. 2

If we multiply �( D jC) on the left by E , we obtain an ideal ofE and an analogous expression
to that of Theorem 15.1, but involving a multiplication of ideals in E .

Corollary 15.1 We have
�( E jC) = �( E jD ) (E �( D jC)) :

proof It is su�cient to show that

�( E jD ) (E �( D jC)) = �( E jD )�( D jC):

As �( D jC) � E �( D jC), we have

�( E jD )�( D jC) � �( E jD ) (E �( D jC)) :

Now let x 2 �( E jD ) and y 2 E �( D jC). Then y =
P n

i =1 ai bi , with ai 2 E and bi 2 �( D jC), so

xy = x
nX

i =1

ai bi =
nX

i =1

(ai x)bi 2 �( E jD )�( DC)) ;

because�( E jD ) is an ideal in E . It follows that

�( E jD ) (E �( D jC)) � �( E jD )�( D jC);

and hence the required equality. 2
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15.3 Rings of fractions

We now consider rings of fractions. LetC be a Dedekind domain, with �eld of fractions K , and
L a �nite separable extension ofK . We suppose thatD is the integral closure ofC in L and U
a multiplicative subset of C. As C � D , U is also a multiplicative subset of D . We recall that
D 0 = U � 1D is the integral closure ofC0 = U � 1C in L . (Proposition 12.20).

If P is a prime ideal ofC and U = C nP, then we write � P (L jK ) for �( D 0jC0). The di�erent
� P (L jK ) is called the di�erent of L jK over P.

We now consider the special case of number �elds. We wish to �nd a relation between� L=K

and �( D 0jC0).

Theorem 15.2 Let K � L be number �elds, whereL is a �nite extension of K and C = OK ,
D = OL the corresponding number rings. IfU is a multiplicative subset ofC and C0 = U � 1C,
D 0 = U � 1D, then

D 0� L=K = �( D 0jC0):

proof If x 2 D 0� L=K , then x is a �nite sum of products of the form ab, with a 2 D 0 and
b 2 � L=K . However, a = d

u , with d 2 D and u 2 U. As � L=K is an ideal in D , db 2 � L=K , so
x = y

u , with y 2 � L=K and u 2 U.
Let z 2 D 0� ; then TL=K (zD0) � C0. As D is a �nitely generated Z-module, D is a �nitely

generated C-module. Let f t1; : : : ; tm g be a generating set ofD . Then TL=K (zt i ) = ci
u i

, with
ci 2 C and ui 2 U. We set u0 = u1 � � � um 2 U. Then

TL=K (zu0t i ) = u0TL=K (zt i ) 2 C;

for i = 1 ; : : : ; m. Hence
TL=K (zu0D) � C =) zu0 2 D � :

Now, �( D jC) = D �� 1 and y 2 �( D jC), so, by Proposition 12.8,yzu0 2 D. From this we deduce
that

xz =
yzu0

uu0
2 D 0:

Thus, for every z 2 D 0� , xz 2 D 0. Using Proposition 12.8 again, we obtain thatx belongs to the
inverse ofD 0� , i.e., x 2 �( D 0jC0). We have shown that D 0� L=K � �( D 0jC0).

We now consider the reverse inclusion. Letx 2 �( D 0jC0). First we recall that D � is a
fractional ideal of D (Proposition 15.3), henceD � is a �nitely generated D-module (Proposition
12.7). Let f z1; : : : ; zn g be a generating set of theD-module D � . Then TL=K (zi D) � C. If
y
u 2 D 0, then

TL=K (zi
y
u

) =
1
u

TL=K (zi y) 2 C0 =) TL=K (zi D 0) � C0;

which implies that zi 2 D 0� . Using Proposition 12.8, we obtainxzi 2 C0 � D 0 = U � 1D and so
we may write xzi = di

u i
, with di 2 D and ui 2 U. Let u0 = u1 � � � un 2 U. Then u0xzi 2 D, for

i = 1 ; � � � ; n, henceu0xD � � D , thus

ux�( D jC) � 1 � D =) ux 2 D �( D jC) = �( D jC)

and so
x 2 U � 1�( D jC) � D 0�( D jC):

Therefore
�( D 0jC0) � D 0�( D jC):

This ends the proof. 2
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15.4 Preliminary work for Dedekind's di�erent theorem

Let K � L be number �elds with respective associated number ringsC and D. The di�erent
� L=K is an ideal in D such that � L=K 6= f 0g. If � L=K 6= D, then there exist nonzero prime
ideals Q1; : : : ; Qr in D and positive integersn1; : : : ; nr such that

� L=K = Qn 1
1 � � � Qn r

r :

If Q belongs to the set of prime ideals in this decomposition andQ = Qi , then we set sQ =
sQ (L=K ) = ni . For any other prime ideal Q in D , we set sQ = 0 . In particular, if � L=K = D,
then sQ = 0 , for all nonzero prime ideals inD . sQ is called the exponent at Q of the di�erent
� L=K .

If Q is a nonzero prime ideal inD , then P = C \ Q is a nonzero prime ideal inC (Theorem
13.1). From Proposition 13.1 we haveQjDP . If

DP = Qe1
1 � � � Qet

t ;

then Q = Qi , for someQi in the decomposition of DP . We call ei the rami�cation index of Q
and note it eQ . (In fact, eQ = e(QjP), where P = C \ Q.) Q is said to be rami�ed if eQ � 2.
There is an important relation between sQ and eQ :

Result For every nonzero prime idealQ in D , we havesQ � eQ � 1. In addition, sQ = eQ � 1
if and only if the characteristic of the �eld D=Q does not divide eQ .

The proof of this result is rather long and requires some preliminary work. This we will do in
this section and in the next we will concentrate our attention on the proof of the result.

Lemma 15.3 Let  : S �! �S be a surjective ring homomorphism. We suppose thatR is a
subring of S such that S is a free R-module with basisB = f x1; : : : ; xn g. We note �R the image
of R and �B = f �x1; : : : ; �xn g the image ofB and we suppose that�S is a free �R-module with basis
�B. If x 2 S, then

 
�
NS=R (x)

�
= N �S= �R (�x) (15.1)

 
�
TS=R (x)

�
= T �S= �R (�x) (15.2)

 � �
char S=R (x)

�
= char �S= �R (�x); (15.3)

where � is the mapping fromS[X ] into �S[X ] which applies to each coe�cient of a polynomial
of S[x].

proof We note � x the mapping from S into itself de�ned by multiplication by x and M (� x ) the
matrix of � x in the basis B. In the same way we note� �x the mapping from �S into itself de�ned
by multiplication by �x and M (� �x ) the matrix of � �x in the basis �B. If

xx j =
nX

i =1

r ij x i j = 1 ; : : : ; n;

then

�x �x j =
nX

i =1

�r ij �x i j = 1 ; : : : ; n:
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Therefore,
M (� x ) = ( r ij ) and M (� �x ) = (�r ij ):

If we apply  to the coe�cients of the characteristic polynomial char S=R (x) = det ( XI � M (� x )) ,
then we obtain det (XI � M (� �x )) = char �S= �R (�x), i.e., the third relation. The other two relations
follow easily. 2

The next preliminary results are more di�cult. Let R be a ring and K a sub�eld of R.
Then R is a K -vector space. We suppose thatdimK R = n < 1 . In addition, let � : R �! R
be a K -linear endomorphism and we suppose the existence ofK -subspacesRi of R forming a
decreasing sequence

R = R0 � R1 � � � � � Rk � 1 � Rk = f 0g

such that � (Ri ) � Ri , for i = 1 ; : : : ; k. Then � induces aK -linear endomorphism� i on Ri � 1=Ri

de�ned by
� i (x + Ri ) = � (x) + Ri :

(If x0 2 Ri , then
� (x + x0) + Ri = � (x) + � (x0) + Ri = � (x) + Ri ;

because� (x0) 2 Ri , so � i is well-de�ned.)

Lemma 15.4 For each index i = 1 ; : : : ; k, let Bi = f x i 1; : : : ; x im i g be a set of elements ofRi � 1

such that f x i 1 + Ri ; : : : ; x im i + Ri g is a basis ofRi � 1=Ri . Then, for i = 1 ; : : : ; k, the set

~Bi = Bi [ � � � [ B k

is a basis ofRi � 1. In particular,

B = ~B1 = B1 [ � � � [ B k

is a basis ofR.

proof If x 2 Ri � 1, then there exist � i 1; : : : ; � im i 2 K and y 2 Ri such that

x = � i 1x i 1 + � � � + � im i x im i + y:

As y 2 Ri , there exist � i +1 ;1; : : : ; � i +1 ;m i +1 2 K and z 2 Ri +1 such that

y = � i +1 ;1x i +1 ;1 + � � � + � i +1 ;m i +1 x i +1 ;m i +1 + z:

Continuing in the same way, we see that ~Bi is a generating set ofRi � 1, sinceRk = f 0g.
Suppose that

� i 1x i 1+ � � � + � im i x im i + � i +1 ;1x i +1 ;1+ � � � + � i +1 ;m i +1 x i +1 ;m i +1 + � � � + � k1xk1+ � � � + � km k xkm k = 0 :

Then
� i +1 ;1x i +1 ;1 + � � � + � km k xkm k 2 Ri =) � i 1x i 1 + � � � + � im i x im i 2 Ri :

As f x i 1 + Ri ; : : : ; x im i + Ri g is a basis ofRi � 1, we have � i 1 = � � � = � im i = 0 and it follows
that � i +1 ;1x i +1 ;1 + � � � + � km k xkm k = 0 . We now repeat the preceding argument to show that
� i +1 ;1 = � � � = � i +1 ;m i +1 = 0 . Continuing in the same way we �nd that all the coe�cients � ij

have the value0. Hence ~Bi is an independant set and so a basis ofRi � 1. 2

The basisB enables us to �nd a factorization of the characteristic polynomial of the K -linear
homomorphism � de�ned above.
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Proposition 15.5 We have

char R=K (� ) =
kY

i =1

char (R i � 1 =R i )=K (� i ):

proof We consider� with respect to the basisB. As � (x ij ) 2 Ri � 1, we may express it in terms
of the basisBi :

� (x ij ) =
m iX

l =1

� ijl x il +
m i +1X

l =1

� i +1 ;jl x i +1 ;l + � � � +
m kX

l =1

� kjl xkl ;

where the coe�cients � abc belong to K . Then

� i (�x ij ) =
m iX

l =1

� ijl �x il

and so

M (� ) =

0

B
B
B
@

M (� 1) 0 : : : 0
M 21 M (� 2) : : : 0

...
...

. . .
M k1 M k2 : : : M (� k )

1

C
C
C
A

;

where M (� ) is the matrix of � in the basis B and, for i = 1 ; : : : ; k, M (� i ) is the matrix of � i in
the basis �Bi = f �x i 1; : : : ; �x im i g of Ri � 1=Ri ; the other blocks M ij are matrices with entries in K .
It now follows easily that

char R=K (� ) =
kY

i =1

char (R i � 1 =R i )=K (� i ):

This ends the proof. 2

Suppose now that we remain in the same context and add the following conditions(C):

� a. Each Ri is an ideal in R;

� b. For each i = 1 ; : : : ; k, there is no ideal I in R such that Ri � 1 % I % Ri ;

� c. If y 2 R1 and z 2 Ri � 1, then yz 2 Ri .

Lemma 15.5 Under the conditions (C), if y; z 2 R with yz 2 Ri and y =2 Ri , then z 2 R1.

proof From a. and b. R1 is a maximal ideal in R. We claim that R1 is the unique maximal
ideal. Suppose thatt 2 R1; then t 2 R2� 1, so, from c., t2 2 R2. Now t 2 R1 and t2 2 R3� 1, so
t3 2 R3. Continuing in the same way, we �nd that tk 2 Rk = f 0g, so

(1 � t)(1 + t + � � � + tk � 1) = 1 � tk = 1 ;

so 1 � t is invertible. If I is a maximal ideal of R such that I is not included in R1, then
R = R1 + I , becauseI is a maximal ideal in R, so there exist t 2 R1 and u 2 I such that
1 = t + u. However, u = 1 � t is invertible, which is impossible, becauseI is a proper ideal in
R. It follows that any maximal ideal I in R is included in R1 and soR1 is the unique maximal
ideal of R.
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Suppose thatz 2 R n R1 and z is not invertible. Then z lies in a maximal ideal I . As there
is only one such ideal, namelyR1, z 2 R1, a contradiction, so z is invertible.

Let y; z 2 R, with yz 2 Ri . If z =2 R1, then z is invertible. Since Ri is an ideal, we have
y = z� 1yz 2 Ri . 2

We are now in a position to establish a key result of this section. We will remain in the same
context, with the conditions (C) and suppose that the linear mapping� = � x (multiplication by
x 2 R, for some �xed x 2 R).

Theorem 15.3 For i = 1 ; : : : ; k,

char (R i � 1 =R i )=K (� i ) = char (R=R 1 )=K (� 1);

Hence
char R=K (x) =

�
char (R=R 1 )=K (� 1)

� k
:

proof We claim that, for i = 1 ; : : : ; k, there exists a linear isomorphism� i : Ri � 1=Ri �! R=R1

such that � 1 � � i = � i � � i . Let u 2 Ri � 1 n Ri . Then Ri � Ri + Ru � Ri � 1. As Ri is an ideal of
R (condition (C) a.), Ri + Ru is also an ideal ofR. In addition, Ri + Ru = Ri � 1 (condition (C)
b. ) If y + Ri 2 Ri � 1=Ri , then y = y2 + y1u, with y2 2 Ri and y1 2 R. We set

� i (y + Ri ) = y1 + R1:

Suppose thaty = z2 + z1u, with z2 2 Ri and z1 2 R, then

0 = ( y2 � z2) + ( y1 � z1)u =) (y1 � z1)u 2 Ri :

Given that u =2 Ri , from Lemma 15.5 we obtain that y1 � z1 2 R1, so y1 + R1 = z1 + R1, i.e., � i

is well-de�ned. Clearly � i is a surjective R-module homomorphism. Suppose that� i (y + Ri ) =
0 2 R=R1. If y = y2 + y1u, then y1 2 R1 and, from condition (C) c., y1u 2 Ri and so y 2 Ri ,
i.e., y = 0 2 Ri � 1=Ri . It follows that � i is injective. We have shown that � i is an isomorphism.

It remains to show that � 1 � � i = � i � � i . Let y be an element ofRi � 1 such that y = y2 + y1u,
with y2 2 Ri and y1 2 R. Then xy = xy2 + ( xy1)u, with xy2 2 Ri and xy1 2 R. We have

� 1 (� i (y + Ri )) = � 1(y1 + R1) = � (y1) + R1 = xy1 + R1;

and then
xy1 + R1 = � i (xy + Ri ) = � i (� (y) + Ri ) = � i (� i (y + Ri )) :

Hence� 1 � � i = � i � � i , as claimed.
Let Bi = f x1; : : : ; xm g be a K -basis ofRi � 1=Ri and B0

i = f x0
1; : : : ; x0

m g, where x0
k = � i (xk ),

for k = 1 ; : : : ; m. Then B0
i is a K -basis ofR=R1, because� i is a linear isomorphism. If � i (x j ) =P m

k=1 ai
kj xk , then

� i (� i (x j )) =
mX

k=1

ai
kj � i (xk ) =

mX

k=1

aik x0
k

and

� 1(x0
j ) = � 1 (� i (x j )) = � i (� i (x j )) =

mX

k=1

ai
kj x0

k :

Thus the matrix of � i with respect to the basisBi and the matrix of � 1 with repect to the basis
B0

i are the same. It follows that

char (R i � 1 =R i )=K (� i ) = char (R=R 1 )=K (� 1)
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and, using Proposition 15.5, we obtain

char R=K (� ) =
�
char (R=R 1 )=K (� 1)

� k
;

as required, since� = � x , the multiplication by x. 2

We now turn to Dedekind domains. Let C be a Dedekind domain, with �eld of fractions K ,
and L a separable extension of degreen of K . We suppose thatD is the integral closure ofC
in L . (We know from the remark after Theorem 12.15 that D is a Dedekind domain, which is
distinct from C, if n > 1.) We take a nonzero prime idealP of C. As DP is an ideal in D and
DP 6= f 0g; D , we have a decomposition

DP =
rY

i =1

Qei
i ;

where theQi are prime ideals inD and the ei positive integers. From Theorem 12.16,D=DP is a
vector space over the �eldC=P = F of dimensionn. We now de�ne certain canonical mappings:

 : C �! F;  0 : D �! D=DP and  i : D �! D=Qi = L i ;

for i = 1 ; : : : ; r . It will be shown during the proof of Theorem 15.4 that L i is a �eld extension
of F of �nite degree. If i 6= j , then Qi and Qj are coprime and this is also the case forQei

i and
Qej

j . With

U = C n P; C0 = U � 1C; D 0 = U � 1D and P0 = C0P;

we de�ne the following canonical mappings:

~ : C0 �! C0=P0 = F 0 and ~ 0 : D 0 �! D 0=D0P:

From Corollary 12.11, there is a ring isomomorphism� from D=DP onto D 0=D0P, taking d+ DP
to d

1 + D 0P. The image ofF is F 0.
From Proposition 12.4, we have

\ r
i =1 Qei

i =
rY

i =1

Qei
i = DP;

so, using Corollary F.1, we obtain

D=DP '
rY

i =1

D=Qei
i :

Explicitly the isomorphism is de�ned by

� (y + DP ) = ( y + Qe1
1 ; : : : ; y + Qer

r ):

For i = 1 ; : : : ; r , we de�ne
� i (y + DP ) = y + Qei

i ;

i.e., � i is the projection of D=DP onto D=Qei
i .

If A and B are rings and � : A �! B a ring homomorphism, then we de�ne � � to be the
mapping from A[X ] into B [X ] which applies � to each coe�cient of a polynomial in A[X ].

With this preliminary work, we may now state (and prove) the second key result of this
section.
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Theorem 15.4 If x 2 D , then char L=K (x) 2 C[X ] and

� a.  �
�
char L=K (x)

�
=

Q r
j =1 char L j =F ( j (x))ej ;

� b.  
�
TL=K (x)

�
=

P r
j =1 ej TL j =F ( j (x)) ;

� c.  
�
NL=K (x)

�
=

Q r
j =1 NL j =F ( j (x))ej .

(It is important to show that char L=K (x) 2 C[X ], because the mapping is de�ned on C.)

proof The proof of this result is rather long, so we have divided it into parts and paragraphs.
Also, to simplify the notation, in general we write x for x

1 .

Part 1

- As x 2 D, x is integral over C, therefore the minimal polynomial m(x; K ) belongs toC[X ]
(Proposition 11.1). Given that the characteristic polynomial char L=K (x) is a power ofm(x; K )
(Proposition 10.1), it belongs to C[X ].

- Using the proof of Theorem 12.17, we note certain properties ofC0 and D 0, namely C0 is
a PID, D 0 is the integral closure ofC0 in L and D 0 is a freeC0-module of rank n. In addition,
D 0=D0P is an F 0-vector space of rankn: if B0 = f x0

1; : : : ; x0
n g is a basis of the freeC0-module D 0,

then �B0 = f �x0
1; : : : ; �x0

n g is a basis of theF 0-vector spaceD 0=D0P, where �x0
i is the imagex0

i under
the canonical mapping ~ 0 of D 0 onto D 0=D0P.

- Now let V = C0 n f 0g. The set V is a multiplicative subset of the integral domain C0 and
V � 1C0 is the �eld of fractions of C0, which is K . Also, D 0 is the integral closure ofC0 in L , so,
by Proposition 12.20,V � 1D 0 is the integral closure ofV � 1C0 in L , i.e., the integral closure ofK
in L . If 
 is the canonical monomorphism fromD 0 into V � 1D 0, then from Section 12.8 we have

char V � 1 D 0=V � 1 C 0(
 (x)) = 
 � (char D 0=C 0(x)) :

As 
 is the canonical inclusion ofD 0 in V � 1D 0, we may identify D 0 with its image under 
 and
so we obtain

char L=K (x) = char V � 1 D 0=V � 1 C 0(x) = char D 0=C 0(x):

We aim to study char D 0=C 0(x). At the beginning of the proof we recalled certain properties of
C0 and D 0, which permit us to apply Lemma 15.3 with ~ 0 in the place of  . We obtain

~ �
0

�
char D 0=C 0(x)

�
= char (D 0=D 0P )=F 0

�
~ 0(x)

�
;

- From Corollary 12.11, there is a ring isomorphism� from D=DP onto D 0=D0P, taking
d + DP to d + D 0P. The image ofF is F 0. We now show that

char (D 0=D 0P )=F 0

�
~ 0(x)

�
= � � �

char (D=DP )=F ( 0(x))
�

:

If B = f d1 + DP; : : : ; dn + DP g is a basis of theF -vector spaceD=DP , then B0 = f d1 +
D 0P; : : : ; dn + D 0Pg is a basis of theF 0-vector spaceD 0=D0P. Also, if x 2 D , then  0(x) = x+ DP
and ~ 0(x) = x + D 0P. We consider the matrices of�  0 (x ) and � ~ 0 (x ) in the respective basesB
and B0. If

 0(x)(dk + DP ) =
nX

i =1

(aik + P)(di + DP ) =
nX

i =1

(aik + DP )(di + DP );
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then

� ( 0(x)) � (dk + DP ) =
nX

i =1

� (aik + DP )� (di + DP )

=
nX

i =1

(aik + D 0P)(di + D 0P)

=
nX

i =1

(aik + C0P)(d1 + D 0P):

However,
� ( 0(x)) =  0(x) + D 0P = � �  (x) = ~ 0(x);

hence

~ 0(x)(dk + D 0P) =
nX

i =1

(aik + C0P)(di + D 0P):

If (aik ) is the matrix of �  0 (x ) in the basis B, then the matix of � ~ 0 (x ) in the basis B0 has the
form (� (aik )) . From this we obtain

char (D 0=D 0P )=F 0

�
~ 0(x)

�
= � � �

char (D=DP )=F ( 0(x))
�

;

as required.

- To sum up, we have shown that

~ �
0

�
char D 0=C 0(x)

�
= � � �

char (D=DP )=F ( 0(x))
�

:

This �nishes the �rst part of the proof.

Part 2

- Our �rst step in this part is to show that

char (D=DP )=F ( 0(x)) = char Q r
i =1 (D=Q e i

i )=F (� ( 0(x))) :

- The ring isomorphism � : D=DP �!
Q r

i =1 D=Qei
i enables us to de�ne a scalar multiplica-

tion on
Q r

i =1 D=Qei
i , making it into an F -vector space:

(c + P) � � (D + DP ) = � (c + DP )� (d + DP ) = � (c + DP )(d + DP )) :

Then
� ((c + P) � (D + DP )) = � (c + DP )(d + DP )) = ( c + P) � � (D + DP );

and so� is an F -linear isomorphism.

- With the notation already used, we de�ne �  0 (x ) to be multiplication by  0(x) in D=DP
and � � (  0 (x )) to be multiplication by � ( 0(x)) in

Q r
i =1 D=Qei . We claim that

� � �  0 (x ) � � � 1 = � � (  0 (x )) : (15.4)
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Using the fact that � is a ring homomorphism, we have

� � �  0 (x ) (d + DP ) = � ( 0(x)(d + DP ))

= � ( 0(x)) � (d + DP )

= � � (  0 (x )) � � (d + DP );

hence the claim.

- If B = f x1; : : : ; xn g is a basis ofD=DP , then B0 = f x0
1; : : : ; x0

n g is a basis of
Q r

i =1 D=Qei .
For x0

k 2 B 0 there exist aik 2 F , with i = 1 ; : : : ; n, such that

� ( 0(x))x0
k =

nX

i =1

aik x0
i =

nX

i =1

aik � (x i ) = �
nX

i =1

aik x i ;

where we have used the linearity of� . Employing equation (15.4), we obtain

� ( 0(x))x0
k = � � (  0 (x )) (x0

k ) = � � �  0 (x ) � � � 1(x0
k ) = � � �  0 (x ) (xk ) = � ( 0(x)xk ):

Therefore

� ( 0(x)xk ) = �
nX

i =1

aik (x i ) =)  0(x)xk =
nX

i =1

aik x i :

Thus the matrix of �  0 (x ) in the basis B is the same as that of� � (  0 (x )) in the basis B0. From
this we conclude that

char (D=DP )=F ( 0(x)) = char Q r
i =1 (D=Q e i

i )=F (� ( 0(x))) ;

as required.

- We now show that

char Q r
i =1 (D=Q e i

i )=F (� ( 0(x))) = char Q r
i =1 (D=Q e i

i )=F (� ( 0(x))) :

We now use Theorem 15.3. Let

R =
rY

i =1

D=Qei ; R1 =
rY

i =2

D=Qei ; R2 =
rY

i =3

D=Qei ; : : : ; Rr = f 0g:

Then
R � R1 � R2 � � � � � Rr = f 0g;

and the Ri are F -linear subspaces. Considering the explicit form of the mapping� we deduce
that � � (  0 (x )) (Ri ) � Ri . In addition, we have Ri � 1=Ri ' D=Qei

i . The linear endomorphism � i

induced onRi � 1=Ri by � � (  0 (x )) is the multiplication by � i ( 0(x)) in D=Qei
i . Using Proposition

15.5, we obtain

char Q r
i =1 (D=Q e i )=F (� ( 0(x)) =

rY

i =1

char (D=Q e i
i )=F (� i ( 0(x))) : (15.5)

This ends the second part of the proof.
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Part 3

- Our aim in this section is to determine the polynomials in the product on the right hand
side of equation(15:5), namely, for i = 1 ; : : : ; r , to show that

char (D=Q e i
i )=F (� i ( 0(x))) = char L i =F ( i (x)) :

We apply Theorem 15.3 for a givenj and set k = ej . To apply the theorem, we de�ne

R = D=Qk
j and R1 = Qj =Qk

j ; : : : ; Rk � 1 = Qk � 1
j =Qk

j ; Rk = Qk
j =Qk

j = f 0g:

Then R is a ring. We notice that P � DP � Qk
j , so the mapping

� : F �! R; c + P 7�! c + Qk
j

is a well-de�ned ring homomorphism. If � (c + P) = 0 , then c 2 C \ Qk
j . However,

P � C; P � Qk
j =) P � C \ Qk

j and C \ Qk
j � C \ Qj = P;

so C \ Qk
j = P and it follows that � is a monomorphism. Hence we may de�ne anF -vector

space structure onR. In fact, R is �nite-dimensional. To see this, we notice that D=DP is an
n-dimensional F -vector space and thatQej

j =DP is a vector subspace ofD=DP . Given that

(D=DP )=(Qej
j =DP) ' D=Qej

j = R;

R is �nite-dimensional. We also need to show that the Ri are vector subspaces ofR. For
i = 1 ; : : : ; k � 1, the set Ri is clearly an additive group. If c 2 C and x 2 Qi

j , then cx 2 Qi
j ,

becausec 2 D and Qi
j is an ideal of D . Therefore we may de�ne a scalar product onRi by

(c+ P)(x+ Qi
j ) = cx+ Qi

j . (There is no di�culty in seeing that this scalar product is well-de�ned.)
Hence theRi are F -vector spaces. Clearly

R � R1 � � � � � Rk � 1 � Rk = f 0g;

so the Ri are �nite-dimensional subspaces ofR.

- In order to apply Theorem 15.3 we need to check that the conditions(C) given before
Lemma 15.3 are satis�ed:

� a. If x + Qk
j 2 R and y + Qk

j 2 Ri , then (x + Qk
j )(y + Qk

j ) = xy + Qk
j , with xy 2 Qi

k ,
becausey 2 Qi

k , so the Ri are ideals ofR.

� b. Suppose that there is an idealI of R such that Ri � 1 � I � Ri . Let � : D �! D=Qk
j be

the standard homomorphism. If J = � � 1(I ), then J is an ideal and Qi � 1
j � J � Qi

j . As
Qi � 1

j � J , there is an ideal A such that J = Qi � 1
j A. If A = D, then J = Qi � 1

j . If this is
not the case, then, asJ � Qi

j , A = Qj and soJ = Qi
j . It follows that Ri � 1 = I or I = Ri .

� c. If �y = y + Qk
j 2 R1 and �z = z + Qk

j 2 Ri � 1; then �y�z = yz + Qk
j , with yz 2 Qi

j , so
�y�z 2 Ri .

Therefore the conditions (C) are satis�ed.
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- We now apply Theorem 15.3. Letx 2 D and �x = x + Qk
j 2 R and consider the mapping

� = � �x de�ned by multiplication by �x: for all �y 2 R,

� (�y) = �x �y = xy + Qk
j :

SinceRj is an ideal of R, � (Rj ) � Rj . From Theorem 15.3 we have

char (D=Q k
j )=F (� j ((  0(x))) = char R=F (� j ((  0(x))) =

�
char (R=R 1 )=F (� 1)

� k

and for � 1 we have
� 1(�y + R1) = �x �y + R1:

- Next we notice that

R=R1 = ( D=Qk
j )=(Qj =Qk

j ) ' D=Qj = L j :

(As R1 is a �nite-dimensional subspace ofR, R=R1 is �nite-dimensional and hence this is the
case forL j .) The isomorphism of F -vector spaces fromR=R1 onto L j , which we note � , has the
explicit form:

� (�y + R1) = y + Qj =  j (y):

If x 2 D , then the element  j (x) belongs to L j and, in conformity with the notation already
used, we de�ne the mapping �  j (x ) to be multiplication by the element  j (x). Then, for all
y 2 D ,

�  j (x ) (� (�y + R1)) = ( x + Qj )(y + Qj ) = xy + Qj

and
� (� 1(�y + R1)) = � (�x �y + R1) = xy + Qj ;

thus
�  j (x ) � � = � � � 1:

We may now write

char (R=R 1 )=F (� 1) = char (R=R 1 )=F
�
� � 1 � �  j (x ) � �

�

= char � (R=R 1 )=F
�
�  j (x )

�

= char L j =F ( j (x)) :

Therefore we have obtained

char (D=Q k
j )=F (� j ((  0(x))) = char L j =F ( j (x)) k

and it follows that

rY

i =1

char (D=Q e i
i )=F (� i ( 0(x))) =

rY

i =1

char L i =F ( i (x))ei :

Part 4

We have now shown that

char (D=DP )=F ( 0(x)) =
rY

i =1

char L i =F ( i (x))ei :
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and so

~ �
0

�
char D 0=C 0(x)

�
= � �

 
rY

i =1

char L i =F ( i (x))ei

!

:

However,
~ �

0

�
char D 0=C 0(x)

�
= � � �  � �

char L=K (x)
�

and it follows that

 � �
char L=K (x)

�
=

rY

i =1

char L i =F ( i (x))ei ;

which is the �rst equality in the statement of the theorem.

Part 5

Let us setn = deg char L=K (x) and nj = deg char L j =F ( j (x)) , for j = 1 ; : : : ; r . The constant
term of  � (char L=K (x)) is the product of the constant terms of the polynomials charL=F ( j (x)) ,
each taken respectively to the powerej . However, the constant term of  (char L=K (x)) is
(� 1)n  

�
NL=K (x)

�
and the constant term of the product of the polynomials char L j =F ( j (x)) ,

each taken respectively to the powerej , is

(� 1)
P r

j =1 n j ej

rY

j =1

NL j =F ( j (x))ej :

As n =
P r

j =1 nj ej , we obtain the third equality, namely

 
�
NL=K (x)

�
=

rY

j =1

�
NL j =F ( j (x))

� ej :

For the second equality we consider the coe�cients ofX n � 1 in the two sides of the �rst
equality. The coe�cient of X n � 1 on the lefthand side is�  

�
TL=K (x)

�
. The coe�cient of X n � 1

on the righthand side is the sum of coe�cients of the X n j � 1, each multiplied respectively by ej .
As the coe�cient of X n j � 1 is � TL j =F ( j (x)) , we have the second equality, i.e.,

 
�
TL=K (x)

�
=

rX

j =1

ej TL j =F ( j (x)) :

This ends the proof. 2

The theorem we have just proved has an interesting corollary.

Corollary 15.2 Let C be a Dedekind domain with fraction �eld K , L a �nite separable extension
of K and D the integral closure ofC in L . If P is a prime ideal of C and DP =

Q r
i =1 Qei

i , then

[L : K ] =
rX

i =1

ei f i ;

where f i = [ D=Qi : C=P].
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proof It is su�cient to consider the degrees of the characteristic polynomials in the statement
of Theorem 15.4a. 2

Remark The corollary which we have just proved is in fact a generalization of Theorem 13.6.

We will need another result, based on the Chinese remainder theorem.

Proposition 15.6 Let D be a Dedekind domain andP1; : : : ; Ps distinct nonzero prime ideals in
D . Suppose thatx1; : : : ; xs 2 D and e1; : : : ; es 2 N . Then there existsx 2 D such that

x � x i 2 Pei
i and x � x i =2 Pei +1

i ;

for i = 1 ; : : : ; s.

proof For each i , Pei +1
i is strictly included in Pei

i , so there existsai 2 Pei
i n Pei +1

i . If i 6= j ,
then P i +1

i and P j +1
j are coprime. From the Chinese remainder theorem (Theorem F.1) there

exists x 2 D such that

x � (x1 + a1) (mod Pe1 +1
1 )

...
...

...
...

x � (xs + as) (mod Pes +1
s ):

Then, for all i ,
x � (x i + ai ) 2 Pei +1

i =) x � x i 2 Pei
i :

If x � x i 2 Pei +1
i , then

(x � x i ) � ai + ai 2 Pei +1
i =) ai 2 Pei +1

i ;

a contradiction. This proves the result. 2

15.5 Proof of Dedekind's di�erent theorem

Having done the preliminary work, we may prove the inequality referred to in the last section.
For the notation, it is su�cient to look at the beginning of the previous section. We only recall
that K � L are number �elds with associated number ringsC and D. We set n = [ L : K ].

Theorem 15.5 For every nonzero prime ideal Q in D , we havesQ � eQ � 1. In addition,
sQ = eQ � 1 if and only if the characteristic of the �eld D=Q does not divideeQ .

proof As the proof is long, we will break it up into three parts, namely

� a. Proof of the inequality;

� b. The case where the characteristic ofD=Q divides eQ ;

� c. The case where the characteristic ofD=Q does not divide eQ .
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a. Proof of the inequality Let Q be a nonzero prime ideal inD and set P = Q \ C. We now
set U = C n P, C0 = U � 1C and D 0 = U � 1D. In the decompositions of� L=K and DP appear a
�nite set of nonzero prime ideals Q1; : : : ; Qm . We have

� L=K =
mY

i =1

Qsi
i and DP =

mY

i =1

Qei
i :

(Certain si or ei may be equal to 0.) From Proposition 12.16,

D 0P =
mY

i =1

D 0Qei
i

and, having number �elds, from Theorem 15.2,

�( D 0jC0) = D 0� L=K =
mY

i =1

D 0Qsi
i :

Hence the complementary moduleD 0� has the form
Q m

i =1 D 0Q� si
i . Then the inequalities

si � ei � 1 i = 1 ; : : : ; m

hold if and only if
Q m

i =1 D 0Q1� ei
i � D 0� . We aim to show that this is the case.

Let x 2
Q m

i =1 D 0Q1� ei
i . From Theorem 12.11 we know thatP0 = C0P is a principal ideal, so

there exists t 2 C0 such that P0 = C0t. We may suppose thatt 2 C. However,

mY

i =1

D 0Qei
i = D 0P = D 0C0P = D 0P0 = D 0C0t = D 0t;

so xt 2
Q m

i =1 D 0Qi . We claim that TL=K (xt ) 2 P0. (As xt 2 D 0, we may consider that xt 2 L ,
so TL=K (xt ) is de�ned.) We notice �rst that D 0 is a freeC0-module of rank n. This has already
been shown in the proof of Theorem 12.17 in a more general framework. We have also seen,
in the proof of Theorem 15.4, that if V = C0 n f 0g, then V is a multiplicative subset of C0,
V � 1C0 = K , V � 1D 0 = L and, for x 2 D 0, we have

char L=K (x) = char V � 1 D 0=V � 1 C 0(x) = char D 0=C 0(x):

It follows that
TL=K (xt ) = TD 0=C 0(xt );

becausext 2 D 0.

We now considerTD 0=C 0(xt ). In the proof of Theorem 12.17 we saw that, ifB0 = f x0
1; : : : ; x0

n g
is a basis of the freeC0-module D 0, then �B0 = f �x0

1; : : : ; �x0
n g is a basis of theC0=C0P-vector space

D 0=D0P, where �x0
i is the image ofx0

i under the standard mapping of D 0 onto D 0=D0P. We can
thus apply Lemma 15.3, with  this standard mapping, to obtain

TD 0=C 0(xt ) = T(D 0=(D 0P )) =(C 0=P 0) (xt ):

We claim that xt is a nilpotent element of the ring D 0=D0P. Let r = e1 + � � � + em . Then

xt 2
mY

i =1

D 0Qi =) xt = y1 � � � ym yi 2 D 0Qi ;
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where yi = di qi , with di 2 D 0 and qi 2 Qi . Hence

(xt )r = ye1 yr � e1 � � � yem
m yr � em = de1

1 qe1
1 � � � dem

m qem
m d;

where d 2 D 0. As
Q m

i =1 D 0Qei
i is an ideal, (xt )r 2

Q m
i =1 D 0Qei

i = D 0P, which implies that xt
is a nilpotent element of the ring D 0=D0P, as claimed. From the fact that xt is a nilpotent
element of the ring D 0=D0P we obtain that char (D 0=(D 0P )) =(C 0=P 0) (xt ) = X n , which implies
that T(D 0=(D 0P )) =(C 0=P 0) (xt ) = 0 ; this in turn implies that TD 0=C 0(xt ) = 0 , which means that
TD 0=C 0(xt ) 2 D 0P. However, TD 0=C 0(xt ) 2 C0, so

TL=K (xt ) = TD 0=C 0(xt ) 2 C0P = P0:

Now,
tTL=K (x) = TL=K (xt ) 2 P0 = C0t =) TL=K (x) 2 C0:

If y 2 D 0, then xy 2
Q m

i =1 D 0Q1� ei
i , so, replacingx by xy, we obtain TL=K (xy) 2 C0. Therefore

x 2 D 0� , which �nishes the proof of the �rst part of the theorem.

b. The case where the characteristic of D=Q divides eQ Suppose thatQ is a prime ideal
in D such that the characteristic of the �eld D=Q divides the rami�cation index eQ . If P = C\ Q,
then P is a nonzero prime ideal. Supposing thatDP = Qe1

1 � � � Qem
m is the decomposition ofDP

into prime ideals, then Q = Qi , for some i . Without loss of generality, let us suppose that
Q = Q1. We set

J = D 0Q� e1
1

mY

i =2

D 0Q� si
i :

If J � D 0� =
Q m

i =1 D 0Q� si
i , then

D 0Q� s1
1 jD 0Q� e1

1 =) D 0Q� s1
1 � D 0Q� e1

1 =) D 0Qs1
1 � D 0Qe1

1 ;

which implies that s1 � e1. We aim to show that J � D 0� . Let x 2 J . We notice that

J �
mY

i =2

D 0Q� si
i =) x 2

mY

i =2

D 0Q� si
i :

Since 1 � ei � � si , for i = 2 ; : : : ; m,
Q m

i =2 Q1� ei
i �

Q m
i =2 Q� si

i , so x 2
Q m

i =2 Q1� ei
i , and, from

part a., we may write xt 2
Q m

i =2 D 0Qi . Then xt 2 D 0 and TL=K (xt ) = TD 0=C 0(xt ) 2 C0. We
now use Theorem 15.4, with : C0 �! C0=P0 and  i : D 0 �! D 0=D0Qi , for i = 1 ; : : : ; m, the
standard mappings. Then, settingL 0

i = D 0=D0Qi and F 0 = C0=P0, we have

 
�
TL=K (xt )

�
=

mX

i =1

ei TL 0
i =F 0 ( i (xt )) = ei TL 0

1 =F 0 ( 1(xt )) ;

becausext 2
Q m

i =2 D 0Qi = \ m
i =2 D 0Qi .

In addition,  1(xt ) is in D 0=D0Q1, which is isomorphic to D=Q1, by Corollary 12.11, and
so has a characteristic which is a divisor ofe1. Given that the trace TL 0

1 =F 0 ( 1(xt )) belongs to
D 0=D0Q1, we have 

�
TL=K (xt )

�
= 0 . This implies that TL=K (xt ) 2 P0, hence

tTL=K (x) = TL=K (xt ) 2 P0 = C0t =) TL=K (x) 2 C0:
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If y 2 D 0, then xy 2 J , becauseJ is a D 0-module. It follows that TL=K (xy) 2 C0, which shows
that x 2 D 0� , as required. We have shown that

s1 � e1 =) s1 6= e1 � 1:

This �nishes the proof of part b.

c. The case where the characteristic of D=Q does not divide eQ We will use the nota-
tion de�ned in a. and b. For example, we setP = C \ Q and suppose thatDP = Qe1

1 � � � Qem
m ,

with Q = Q1. Let x 2 D 0 be such that  1(x) 2 D 0=D0Q1 has nonzero trace, i.e.,TL 0
1 =F 0 ( 1(x)) 6=

0. (For example, we could takex = 1 .) From Proposition 15.6 there exists y 2 D 0 such that
y � x 2 D 0Q1 and y 2 D 0Qei

i , for i = 2 ; : : : ; m. On the one hand,  1(y) =  1(x) 6= 0 , and so
 1(y) has nonzero trace; on the other hand, fori = 2 ; : : : ; m such that ei 6= 0 , y 2 D 0Qi , hence
 i (y) = 0 . Applying Theorem 15.4 we obtain

 
�
TL=K (y)

�
=

mX

i =1

ei TL 0
i =F 0 ( i (y)) = e1TL 0

1 =F 0 ( 1(y)) 6= 0 ;

because the characteristic ofD 0=D0Q1 (equal to that of D=Q1) does not divide e1. Therefore

TL=K (y) = TD 0=C 0(y) =2 P0 = C0t =) TL=K (
y
t

) =2 C0:

Now,

D 0t =
mY

i =1

D 0Qei
i =) D 0Q� e1

1 = ( D 0t) � 1
mY

i =2

D 0Qei
i :

Also, 1
t 2 (D 0t) � 1, because(D 0t) � 1 = D 01

t , and, for i = 2 ; : : : ; m,

y 2 D 0Qei
i =) y 2 \ m

i =2 D 0Qei
i =

mY

i =2

D 0Qei
i ;

because the idealsD 0Qei
i are pairwise coprime. Therefore

y
t

2 (D 0t) � 1
mY

i =2

D 0Qei
i = D 0Q� e1

1 :

Given that y
t =2 D 0� , it must be so that D 0Q� e1

1 is not included in D 0� .

Suppose now thats1 � e1. Then D 0Qe1
1

Q m
i =2 D 0Qsi

i divides
Q m

i =1 D 0Qsi
i , which implies that

D 0Qe1
1 divides

Q m
i =1 D 0Qsi

i , i.e.,

D 0Qe1
1 �

mY

i =1

D 0Qsi
i =) D 0Q� e1

1 � D 0� ;

a contradiction. Therefore
e1 > s 1 � e1 � 1 =) s1 = e1 � 1;

as required. 2

The theorem which we have just proved has an important consequence.
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Corollary 15.3 A nonzero prime ideal Q in D is rami�ed in L=K if and only if Q divides the
di�erent � L=K . Hence D has only a �nite number of rami�ed prime ideals.

proof If Q is rami�ed in L=K , then eQ � 2, which implies that sQ � 1 and so Q divides the
di�erent � L=K . On the other hand, if Q is not rami�ed in L=K , then eQ = 1 , which implies
that sQ = 0 , so Q does not divide the di�erent � L=K . 2

15.6 Total rami�cation

We recall the de�nition of a totally rami�ed prime ideal or prime number. Let K � L be number
�elds such that L=K is Galois and [L : K ] = n < 1 . We set R = OK and S = OL and suppose
that P is a nonzero prime ideal inR. If there is a prime ideal Q in S such that SP = Qn , then
we say that P is totally rami�ed in S. If K = Q and p 2 Z is a prime number, then we say that
p is totally rami�ed in S if the ideal (p) is totally rami�ed in S.

Example 1 + i is irreducible in Z[i ], so prime. Hence(1 + i ) is a prime ideal in Z[i ]. As
Z[i ]2 = (1 + i )2, the prime number 2 is totally rami�ed in Z[i ].

We will presently return to the context of number �elds; however, before doing so, we will
establish some results in the more general context of Dedekind domains.

Proposition 15.7 Let C be a Dedekind domain,K its �eld of fractions, L a �nite Galois
extension of K and D the integral closure ofC in L . We suppose thatP is a prime ideal in C
and assume that there is a unique idealQ such that C \ Q = P. Finally we let U = C n P and
set D 0 = U � 1D. Then DQ = D 0.

proof Let x 2 D 0. As Q \ C = P, if x =2 P, then x =2 Q, so U � D n Q. This implies that
D 0 � DQ . We now must show that DQ � D 0. If every element of DQ is integral over C0, then
DQ is contained in the integral closure ofC0 in L , which is D 0. We aim to show that this is the
case. If x 2 DQ , then x = d

v , where d 2 D and v 2 D n Q. As d is integral over C, d is also
integral over CP , so it is su�cient to show that 1

v is integral over CP . Let

m(v; K ) = a0 + a1X + � � � + an � 1X n � 1 + X m 2 C[X ]

be the minimal polynomial of v over K . (From Theorem 11.1, m belongs to C[X ], becausev
is integral over C.) Since L=K is a Galois extension andQ is the only ideal of D such that
C \ Q = P, we have� (Q) = Q, for all � 2 Gal(L=K ). This implies that no conjugate of v lies in
Q and hence the product of the conjugates ofv is not in Q. Hencea0 2 C n P and so 1

v 2 CP .
However, 1

v is a root of the polynomial

f (X ) =
1
a0

+
an � 1

a0
X + � � � +

a1

a0
X n � 1 + X n 2 CP [X ];

hence 1
v is integral over CP . 2

The next result is technical.

Proposition 15.8 Let C be a Dedekind domain,K its �eld of fractions, L a �nite Galois
extension of K and D the integral closure of C in L . We also suppose thatL = K (t), where
t 2 D and we setf = m(t; K ) and n = deg f . Then
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� a. TL=K

�
t i

f 0( t )

�
= 0 , for i = 0 ; 1; � � � ; n � 2, and TL=K

�
t n � 1

f 0( t )

�
= 1 ;

� b. C[t]� = 1
f 0( t ) C[t].

proof a. As L is a Galois extension ofK , we may write

f (X ) =
nY

k=1

(� tk + X );

with t = t1 and t1; t2; : : : ; tn distinct elements of L . (As L=K is separable, the roots off are
simple; these roots lie inL becauseL=K is normal.)

We now consider the rational fraction 1
f . To begin with, the partial fraction decomposition

theorem (Theorem A.9) in L [X ] ensures that there exista1; : : : ; an 2 L such that

1
f (X )

=
1

Q n
k=1 (� tk + X )

=
nX

k=1

ak

� tk + X
;

where ak 2 L. Multiplying by f (X ) we obtain

1 =
nX

k=1

f (X )ak

� tk + X
=

nX

k=1

ak

0

@
Y

i 6= k

(� t i + X )

1

A :

Setting X = t j , we �nd

1 =
nX

k=1

ak

0

@
Y

i 6= k

(� t i + t j )

1

A = aj

Y

i 6= j

(� t i + t j );

and so
aj =

1
Q

i 6= j (� t i + t j )
=

1
f 0(t j )

:

From this we obtain the expression

1
f (X )

=
nX

k=1

1
f 0(tk )( � tk + X )

:

To continue we consider the rational fraction 1
f (X ) in the ring of formal Laurent seriesL(( 1

X )) ,

composed of series of the form
P m

�1 ai X i , with ai 2 L and m 2 Z. It is easy to check that, for
k = 1 ; : : : ; n,

(� tk + X ) � 1 = X � 1 + tk X � 2 + t2
k X � 3 + � � � ;

hence
1

f (X )
=

nX

k=1

1
f 0(tk )

(X � 1 + tk X � 2 + t2
k X � 3 + � � � ):

However, 1
f (X ) is also equal to 1Q n

k =1 ( � t k + X ) and so
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1
f (X )

= ( X � 1 + t1X � 2 + t2
1X � 3 + � � � ) � � � (X � 1 + tn X � 2 + t2

n X � 3 + � � � )

= X � n (1 + t1X � 1 + t2
1X � 2 + � � � ) � � � (1 + tn X � 1 + t2

n X � 2 + � � � )

= X � n + b1X � (n +1) + b2X � (n +2) + � � �

Comparing the two formal Laurent series for 1
f (X ) we �nd

nX

k=1

t i
k

f 0(tk )
= 0 ;

for i = 0 ; 1; � � � ; n � 2, and
tn � 1
k

f 0(tk )
= 1 :

Now, using Corollary 10.3 and the fact that f 0 2 K [X ], we obtain

TL=K

�
t i

f 0(t)

�
=

X

� 2 Gal (L=K )

�
�

t i

f 0(t)

�

=
X

� 2 Gal (L=K )

� (t) i

f 0(� (t)

=
nX

k=1

t i
k

f 0(tk )
;

since the setsf t1; : : : ; tn g and f � (t); � 2 Gal(L=K )g are both composed of the conjugates oft
(Proposition 6.2). This establishes part a. of the proposition.

b. We �rst show that 1
f 0( t ) C[t] � C[t]� . As t is a root of a monic polynomial in C[X ] of degree

n, there exist a0; : : : ; an � 1 2 C such that

tn = a0 + a1t + � � � + an � 1tn � 1:

Thus, for all s � n, there exist c0; : : : ; cn � 1 2 C such that

ts = c0 + c1t + � � � + cn � 1tn � 1:

This implies that the set B = f 1; t; : : : ; t n � 1g (resp. B0 = f 1
f 0( t ) ; t

f 0( t ) ; : : : ; t n � 1

f 0( t ) g) generates the

C-module C[t] (resp. C-module 1
f 0( t ) C[t]). As B and B0 are clearly independant sets, they are

bases of the respectiveC-modulesC[t] and 1
f 0( t ) C[t].

For 0 � i � n � 1 and 0 � j � n � 1, there exist d0; : : : ; dn � 1 2 C such that

t i + j = d0d1t + � � � + dn � 1tn � 1:

(For i + j � n, this is clear; for i + j < n , it is su�cient to take di + j = 1 and dk = 0 , for
k 6= i + j .) Thus

TL=K

�
t i + j

f 0(t)

�
= d0TL=K

�
1

f 0(t)

�
+ d1TL=K

�
t

f 0(t)

�
+ � � � + dn � 1TL=K

�
tn � 1

f 0(t)

�
= dn � 1;
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from part a. HenceTL=K

�
t i + j

f 0( t )

�
2 C.

However,
C[t]� = f x 2 L : TL=K (xz) 2 C; 8z 2 C[t]g

and an element of 1
f 0( t ) C[t] (resp. C[t]) has the form

P n � 1
i =1 ai

t i

f 0( t ) (resp.
P n � 1

j =1 bj t j ). Hence, for

x 2 1
f 0( t ) C[t] and z 2 C[t], we have

TL=K (xz) = TL=K

0

@
n � 1X

i =1

ai
t i

f 0(t)

n � 1X

j =1

bj t j

1

A =
X

0� i;j � n � 1

ai bj

�
t i + j

f 0(t)

�
2 C

and so 1
f 0( t ) C[t] � C[t]� .

We now consider the reverse inclusionC[t]� � 1
f 0( t ) C[t]. An element y of C[t]� is in L = K (t).

Thus there exist k0; : : : ; kn � 1 2 K such that

y =
k0

f 0(t)
+

k1t
f 0(t)

+ � � � +
kn � 1tn � 1

f 0(t)
:

(Clearly y =
P n � 1

i =0 k0
i t

i , with k0
i 2 K ; setting ki = k0

i f
0(t), we obtain the required expression for

y.) Moreover,

TK=L (y) = k0TL=K

�
1

f 0(t)

�
+ k1

�
t

f 0(t)

�
+ � � � + kn � 1

�
tn � 1

f 0(t)

�
= kn � 1;

from part a. As y 2 C[t]� , TK=L (y) = TK=L (y1) 2 C, i.e., kn � 1 2 C. Now,

TL=K (yt) = k0TL=K

�
t

f 0(t)

�
+ k1TL=K

�
t2

f 0(t)

�
+ � � � + kn � 2TL=K

�
tn � 1

f 0(t)

�
+ kn � 1TL=K

�
tn

f 0(t)

�

= kn � 2 + kn � 1TL=K

�
tn

f 0(t)

�
:

Sincey 2 C[t]� and t 2 C[t], we haveTL=K (yt) 2 C. Also, we have shown above the existence of
c0; : : : ; cn � 1 2 C such that

tn = c0 + c1t + � � � + cn � 1tn � 1 =) TL=K

�
tn

f 0(t)

�
2 C;

using a. It follows that kn � 2 2 C. If we replacet by t2, then we �nd that kn � 3 2 C. Continuing
the process we �nally obtain that all the ki belong to C, which implies that C[t]� � 1

f 0( t ) C[t], as
required. 2

Corollary 15.4 Let C be a Dedekind domain,K its �eld of fractions, L a �nite Galois extension
of K and D the integral closure of C in L . We also suppose thatL = K (t), where t 2 D , and
we denotef = m(t; K ) 2 C[X ]. Then the di�erent �( D jC) = Df 0(t) if and only if D = C[t].

proof If D = C[t], then

D � = C[t]� =
1

f 0(t)
C[t] =

1
f 0(t)

D =) �( D jC) = f 0(t)D = Df 0(t);
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becauseD � 1 = D.
Now suppose that�( D jC) = Df 0(t). As C[t] � D , we haveD � � C[t]� , hence

D = D � 1 = f 0(t)D � � f 0(t)C[t]� = C[t] =) C[t] = D;

becauseC[t] � D . 2

We now return to number rings, with the notation of the �rst paragraph of this section, i.e.,
K � L are number �elds such that L=K is Galois and [L : K ] = n < 1 . We set R = OK

and S = OL and suppose thatP is a nonzero prime ideal inR which is totally rami�ed in S:
SP = Qn , where Q is a prime ideal in S. To simplify the notation, we write � Q for �( SQ jRP ).
As � Q is an ideal in SQ , there exists an integers � 0 such that � Q = SQ Qs. In addition, there
exists t 2 S such that SQ Q = SQ t (Theorem 12.12 and remark before Theorem 13.16).

Proposition 15.9 The exponent atQ of �( SjR), i.e., the power of Q in the decomposition of
�( SjR) into prime ideals of S (sQ (L jK )), is equal to s.

proof The decomposition of�( SjR) into prime ideals of S has the form

�( SjR) = QsQ (L jK )
rY

i =1

Q� i
i ;

where Q1; : : : ; Qr are prime ideals in S. Setting S0 = ( R n P) � 1S, from Proposition 12.16 the
decomposition ofS0�( L jK ) into prime ideals has the form

S0�( SjR) = ( S0Q)sQ (L jK )
rY

i =1
S0Q i \ (SnQ)= ;

(S0Q!) � i :

However, from Proposition 15.7,S0 = SQ , and from Theorem 15.2,� Q = SQ � Q , thus

� Q = SQ QsQ (L jK )
rY

i =1
Q i \ (SnQ)= ;

(SQ Q!) � i

Since the decomposition of� Q is unique, we must havesQ (L jK ) = s and the product of the
other ideals equal toSQ . 2

There is an important relation between the exponentsQ (L jK ) and the rami�cation groups
Vi of Q in the extension L=K .

Theorem 15.6 If L=K is a �nite Galois extension of number �elds, P a nonzero prime ideal
of OK totally rami�ed in OL , Q the unique prime ideal in OL lying over P and

V0 � V1 � � � � � Vr = f idg

are the rami�cation groups of Q in L=K , then

sQ (L jK ) =
r � 1X

i =0

(jVi j � 1):
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proof We aim to apply Corollary 15.4, with C = RP and D = SQ . However, we need to justify
this.

First we show that L = K (t). (As t 2 S, we havet 2 SQ .) Since K � L and t 2 S � L , we
must haveK (t) � L . For the reverse inclusion, to begin we notice that the setB = f 1; t; : : : ; t n � 1g
is a K -basis of L (Corollary E.1 ). Thus, if y 2 L , then there exist a0; a1; : : : ; an � 1 2 K such
that y =

P n � 1
i =0 ai t i , hencey 2 K [t] = K (t). We have shown that L = K (t).

Now we show that SQ is the integral closure of RP in L . From Corollary 12.13, OL is the
integral closure of OK in L . Setting U = R n P, R0 = U � 1R and S0 = U � 1S, from Proposition
12.20 we obtain that S0 is the integral closure ofR0 in L . However, by de�nition R0 = RP and,
from Proposition 15.7, SQ = S0. Thus SQ is the integral closure ofRP in L .

Our next step is to show that SQ = RP [t]. As � (Q) = Q, for all automorphisms � 2
Gal(L=K ), the decomposition groupD = D(QjP) = Gal(L=K ). Thus L D = K . From Corollary
13.5 and the fact that e = n, we obtain f = 1 . Now, using Proposition 13.10, we see that
L E = K and soE = Gal(L=K ). It follows that

SE = OL E = OK = R and QE = P:

From Theorem 13.16SQ is a free module overSE
P = RP , with basis B = f 1; t; : : : ; t n � 1g, where

t 2 S is a generator of the principal idealSQ Q. HenceSQ = RP [t] as required.
We have shown that the conditions for applying Corollary 15.4, with C = RP and D = SQ ,

are met. Thus � Q = SQ f 0(t), where f = m(t; K ). (This makes sense, becausef 2 R[X ] and
R � RP � SQ , which implies that f 0(t) 2 SQ .) To simplify the notation we set G = Gal(L=K ).
Then

f (X ) =
Y

� 2 G

(� � (t) + X ) =) f 0(t) =
Y

� 2 G
� 6=id

(� � (t) + t) :

We may partition the elements of G into disjoint subsets Vm =Vm +1 , for m = 0 ; 1; : : : ; r � 1.
If � 2 Vm n Vm +1 , then, from Proposition 13.16, � (t) � t 2 Qm +1 n Qm +2 . As SQ (� � (t) � t) is
an ideal of SQ , there exists s(� ) 2 N such that SQ (� � (t) + t) = SQ ts( � ) . With s as de�ned in
the paragragh before Proposition 15.9, we obtain

SQ ts = � Q = SQ f 0(t) = SQ

Y

� 2 G
� 6=id

(� � (t) + t) =
Y

� 2 G
� 6=id

SQ ts( � ) :

Therefore

s =
X

� 2 G
� 6=id

s(� ) =
r � 1X

m =0

X

� 2 Vm nVm +1

s(� ):

We need to determine the valuess(� ), for � 2 Vm n Vm +1 . If � 2 Vm n Vm +1 , then

SQ ts( � ) = SQ (� � (t) + t) = SQ Qm +1 = SQ tm +1 ;

which implies that s(� ) = m + 1 . As there are jVm j � j Vm +1 j elements inVm n Vm +1 , we have

r � 1X

m =0

X

� 2 Vm nVm +1

s(� ) =
r � 1X

m =0

(jVm j � j Vm +1 j)(m + 1) :

Writing A for the sum on the right hand side, we have

A = ( jV0j � j V1)1 + ( jV1j � j V2)2 + � � � + ( jVr � 1j � j Vr j)r = jV0j + jV1j + � � � + jVr � 1j � r;

becauseVr = f idg. Simplifying the right hand side, we �nd
P r � 1

m =0 (jVm j � 1). However, from
Proposition 15.9, s = sQ (L jK ), hence the result. 2
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Chapter 16

The Kronecker-Weber theorem

In this chapter we present and prove one of the principle theorems of algebraic number theory.
The proof is long and needs certain preliminary results, which we handle in detail. The theo-
rem states that any abelian �nite normal extension of the rationals is included in a cyclotomic
extension. Our proof follows that given in [18].

16.1 Preliminaries

We begin with a su�cient condition for a prime number to be totally rami�ed in a number ring.

Proposition 16.1 If L=Q is a �nite normal abelian extension such that the discriminant disc(OL )
is a power of a primep, then p is totally rami�ed in OL .

proof We need to show that there is a unique prime idealQ in S lying over p and that its
inertial degree is1. Let Q be a prime ideal in OL lying over p. To simplify the notation we set
E = E(QjZp). As usual we write L E for the �xed �eld of E . We claim that no prime number
divides the discriminant disc(OL E ). Indeed, if q is such a prime number, thenq rami�es in OL E ,
hence inOL . Thus q divides disc(OL ), which is a power ofp and soq = p. So we need to show
that p does not ramify in OL E .

To see this, letQ1 be a prime ideal inOL E lying over p and Q2 a prime ideal in OL lying over
Q1. Then Q and Q2 are both prime ideals inOL lying over p. As the Galois groupG = Gal(L=Q)
is abelian, from Exercise 13.4 we deduce thatE(Q2jZp) = E. Now, Q1 is the unique prime ideal
in OL E lying under Q2, so, from Proposition 13.14, we havee(Q1jZp) = 1 , i.e., p is unrami�ed
in OL E , as required, which implies that p does not divide disc(OL E ).

As no prime number divides disc(OL E ), from Theorem 14.5 we must haveL E = Q. Since
Q � L D � L E , it is also the case thatL D = Q. From Theorem 6.7, we obtain

Gal(L=Q) = Gal(L=L D ) = D:

Let Q and Q0 be prime ideals in OL lying over p. Given that L=Q is normal, there exists
� 2 Gal(L=Q) such that � (Q) = Q0. However, Gal(L=Q) = D(QjZp), which implies that
Q = Q0 and so there is a unique prime ideal inOL lying over p.

We now consider the inertial degreef (Qjp). Proposition 13.10 assures that[L E : L D ] =
f (Qjp). As L E = L D , we havef (Qjp) = 1 and sop is totally rami�ed in OL . 2
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Example Let � be apr primitive root of unity, where p is an odd prime andr � 1, and K = Q(� ).
From Theorem 11.15 we know that the discriminant disc(OK ) is a power ofp, hencep is totally
rami�ed in OK .

If L is a number �eld as in Proposition 16.1, i.e., L=Q is a �nite normal abelian extension
such that the discriminant disc(OL ) is a power of a primep, and K a number �eld included in L ,
then K=Q is also a �nite normal abelian extension. This follows from Theorem 6.6: We can write
K = L H , where H is a subgroup ofG = Gal(L=Q), which is normal, because the Galois group
is abelian. It follows that K=Q is a normal extension. Also, the Galois groupG0 = Gal(K=Q)
is isomorphic to the quotient group G=H, which is abelian, becauseG is abelian. To simplify
the notation we write S = OL and R = OK . Let Q be the unique prime ideal ofS lying over p
and Q1 the unique prime ideal of R lying under Q. We aim to show that, if [K : Q] = p, then
sQ 1 (K jQ), the exponent at Q1 of the di�erent �( K jQ), is independant of the �eld K which we
choose.

Proposition 16.2 Let L=Q be a �nite normal abelian extension such that the discriminant
disc(OL ) is a power of an odd primep and K a number �eld included in L whose degree overQ
is p. Then p is totally rami�ed in R and, if Q1 denotes the unique prime ideal ofR lying over
p, then sQ 1 (K jQ) = 2( p � 1), where sQ 1 (K jQ) is the exponent atQ1 of the di�erent �( K jQ).

proof Our �rst step is to show that p is totally rami�ed in R. Suppose that Q2 and Q3 are
distinct prime ideals in R lying over p. Then Q2 (resp. Q3) lies under a prime ideal Q0

2 (resp.
Q0

3) in S. Clearly Q0
2 and Q0

3 are distinct and lie over p. As p is totally rami�ed in S, this is
impossible, hence there is a unique prime ideal inR lying over p. We also notice that

1 = f (Qjp) = f (QjQ1)f (Q1jp) =) f (Q1jp) = 1

and sop is totally rami�ed in R, or equivalently, Zp is totally rami�ed in R.

We now apply Theorem 15.6 to obtain

sQ 1 (K jQ) =
r � 1X

i =0

(jV 0
i j � 1);

where V 0
i denotes the i th rami�cation group of Q1 in the extension K=Q. Now, each V 0

i is a
subgroup ofGal(K=Q) and jGal(K=Q)j = [ K : Q] = p, so jV 0

i j has the value1 or p and it follows
that p � 1 divides sQ 1 (K jQ).

In the spirit of the discussion before Proposition 15.9, we write� Q 1 = �( RQ 1 jZZ p), which
is an ideal in RQ 1 . In addition, there exists t 2 R such that RQ 1 Q1 = RQ 1 t and an integers > 0
such that � Q 1 = RQ 1 Qs

1 = RQ 1 ts. Proposition 15.9 tells us that sQ 1 (K jQ) = s. We will use
this relation to determine the precise value ofsQ 1 (K jQ).

We aim to use Corollary 15.4 with C = ZZ p and D = RQ 1 and respective �elds of fractions
Q and K . We need to check that the conditions of the corollary are satis�ed. R = OK is the
integral closure ofZ in K by de�nition; Proposition 15.7 then assures us that RQ 1 is the integral
closure ofZZ p in K . Showing that K = Q(t), with t 2 RQ 1 is a little more di�cult.

We claim that RQ 1 is a free module overZZ p, with basis B = f 1; t; : : : ; t p� 1g. To establish
this we use Theorem 13.16. We setE = E(Q1jZp) and D = D(Q1jZp). From Proposition 13.10,

[K E : K D ] = f (Q1jp) = 1 = ) K E = K D :
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For all � 2 G = Gal(K=Q), we have� (Q1) = Q1, becauseQ1 is the only prime ideal lying over
p. This implies that G � D and soD = G Thus

K E = K D = K G = Q:

and so
RE = OK E = OQ = Z:

Continuing we have

QE
1 = RE \ Q1 = Z \ Q1 = Zp =) RE

Q E
1

= ZZ p:

In addition, e = e(Q1jp) = p. From Theorem 13.16 we obtain that RQ 1 is a free module over
ZZ p, with basis B = f 1; t; : : : ; t p� 1g, as required.

From Corollary E.1, B is a basis ofK over Q, which implies that K = Q[t] = Q(t).

Now we have the conditions for applying Corollary 15.4. Also, we have seen thatRQ 1 is a
free module overZZ p and soRQ 1 = ZZ p [t]. It follows that

�( RQ 1 jZZ p) = RQ 1 f 0(t);

where f is the minimal polynomial m(t; Q). If

f (X ) = a0 + a1X + � � � + ap� 1X p� 1 + X p;

then f 2 Z[X ] and

f 0(t) = a1 + 2a2t + � � � + ( p � 1)ap� 1tp� 2 + ptp� 1:

We notice that
Rp = RZp = Qp

1;

becauseZp is totally rami�ed in R and Q1 is the unique prime ideal ofR lying over Zp. Hence,

RQ 1 p = RQ 1 Rp = RQ 1 Qp
1 = RQ 1 tp;

thus
RQ 1 ptp� 1 = ( RQ 1 p)(RQ 1 tp� 1) = RQ 1 t2p� 1;

from which we deduce that there exists� p 2 RQ 1 such that ptp� 1 = � pt2p� 1. It is important to
notice that t 6 j� p. If t j� p, then ptp� 1 = � 0

pt2p, with � 0
p 2 RQ 1 and we obtain

RQ 1 t2p� 1 � RQ 1 t2p =) RQ 1 t2p� 1 = RQ 1 t2p;

Thus
(RQ 1 )2p� 1 = ( RQ 1 )2p;

which is impossible, becauseRQ 1 Q1 is a nonzero prime ideal in the Dedekind domainRQ 1 .
For i = 0 ; 1; : : : ; p � 1 such that vp(ia i ) � 0, we can write ia i = pvp (a i ) bi , where p 6 jbi . Then

RQ 1 ia i t i � 1 = ( RQ 1 ia i )(RQ 1 t i � 1) = ( RQ 1 pvp ( ia i ) )(RQ 1 bi )(RQ 1 t i � 1):

As p 6 jbi , bi is invertible in RQ 1 , we haveRQ 1 bi = RQ 1 and thus

RQ 1 ia i t i � 1 = RQ 1 tpvp ( ia i ) RQ 1 t i � 1 = RQ 1 tpvp ( ia i )+ i � 1;
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from which we deduce that there exists� i 2 RQ 1 such that ia i t i � 1 = � i tpvp ( ia 1 )+ i � 1. We notice
that t 6 j� i . If t j� i , then ia i t i � 1 = � 0

i t
pvp ( ia i )+ i , with � 0

i 2 RQ 1 and so

RQ 1 tpvp ( ia 1 )+ i � 1 � RQ 1 tpvp ( ia i )+ i =) RQ 1 tpvp ( ia 1 )+ i � 1 = RQ 1 tpvp ( ia i )+ i ;

or
(RQ 1 )pvp ( ia 1 )+ i � 1 = ( RQ 1 )pvp ( ia 1 )+ i ;

which is impossible, becauseRQ 1 Q1 is a nonzero prime ideal in the Dedekind domainRQ 1 .

We notice that the integers pvp(ia i ) + i � 1, for i = 0 ; 1; : : : ; p � 1, with ia i 6= 0 , and 2p � 1
are distinct. If m is the minimum of these integers and� i 0 corresponds to the minimum, then

f 0(t) = ( � i 0 + �t )tm ;

where � i 0 ; � 2 RQ 1 and t 6 j� i 0 . Thus,

t 6 j(� i 0 + t� ) =) � i 0 + �t =2 RQ 1 t = RQ 1 Q1;

the unique maximal ideal of RQ 1 . From Exercise 12.11, the element� i 0 + �t is invertible in RQ 1

and hence
RQ 1 f 0(t) = RQ 1 tm =) sQ 1 (K jQ) = m:

We now conclude. By de�nition of the minimum m, we havesQ 1 (K jQ) � 2p � 1. Also, from
Theorem 15.5,sQ 1 (K jQ) � p � 1. The characteristic of the �eld R=Q1 is p, becausep 2 Q1,
hencesQ 1 (K jQ) 6= p � 1, which implies that sQ 1 (K jQ) � p. Putting this information together,
we obtain

1 <
p

p � 1
�

sQ 1 (K jQ)
p � 1

�
2p � 1
p � 1

= 2 +
1

p � 1
< 3;

becausep 6= 2 . Therefore sQ 1 (K jQ )
p� 1 = 2 , as required. 2

Having developed some preliminary results, we will now turn to the proof of the theorem.
We will proceed by steps.

16.2 Step 1: [L : Q] and disc (OL ) are both powers of the
same odd prime.

Let L=Q be a �nite normal abelian extension such that the discriminant disc(OL ) is a power of
a prime p. Then Proposition 16.1 ensures thatp is totally rami�ed in OL . We have also seen
that

E(Qjp) = D(Qjp) = Gal(L=Q);

where Q is the unique prime ideal ofOL lying over p. We now suppose that[L : Q] is a power
of the same prime numberp. Then Proposition 13.18 b. ensures that E(QjZp) = V1(QjZp).
Indeed, asp is totally rami�ed e(Qjp) = [ L : Q], which is a power ofp; this in turn implies that
jE=V1j = 1 and it follows that E(QjZp) = V1(QjZp). We now aim to show that there is a unique
�eld extension K of Q of degreep contained in L . To do this we will use Proposition 16.2.
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Proposition 16.3 Let L=Q be a �nite normal abelian extension such that disc(OL ) and [L : Q]
are both powers of the same odd primep. We suppose thatQ is the unique prime ideal ofOL

lying over Zp and that Vj (QjZp), for j � 0, are the higher rami�cation groups. In addition, we
let i be the smallest indexj such that Vj (QjZp) 6= Gal(L=Q). Then i � 2, [L Vi (Q jZ p) : Q] = p
and L Vi (Q jZ p) is the only �eld extension of degreep over Q contained in L .

proof From hereon, to simplify the notation, we will write E for E(QjZp) and Vj for Vj (QjZp).
By de�nition V0 = E, and in the preamble to the proposition we have seen thatE =

Gal(L=Q), which implies that i � 1. However, we have also seen thatV1 = Gal(L=Q), hence
i � 2. Now we establish that [L Vi : Q] = p. SinceVi � 1 = Gal(L=Q), we have

[L Vi : Q] = jGal(L=Q)=Vi )j = jVi � 1=Vi j:

From Theorem 13.18,Vi � 1=Vi is isomorphic to a subgroup of the additive group ofS=Q, because
i � 2. As p is totally rami�ed in OL , we have

1 = f (QjZp) = [ S=Q : Z=Zp];

which implies that S=Q is isomorphic to Fp. It follows that jVi � 1=Vi j = p, becauseVi � 1 6= Vi .

Now let K be a number �eld contained in L whose degree overQ is p. We aim to show that
K = L Vi . We set R1 = OK and Q1 = R1 \ Q. Then Q1 is totally rami�ed in S = OL . There is
a unique ideal in S lying over Q1, namely Q, and

1 = f (QjZp) = f (QjQ1)f (Q1jZp) =) f (QjQ1) = 1 :

By de�nition (Section 15.3), we have

� Q 1 (L jK ) = �(( R1 n Q1) � 1SjR1
Q 1

):

Using Proposition 15.8 we obtain

� Q 1 (L jK ) = �( SQ jR1
Q 1

):

To simplify the notation we will write � Q (L jK ) for � Q 1 (L jK ).

Next we set R2 = OL V 1 and Q2 = R2 \ Q. Then Q2 is totally rami�ed in S = OL : There is
a unique ideal in S lying over Q2, namely Q, and

1 = f (QjZp) = f (QjQ2)f (Q2jZp) =) f (QjQ2) = 1 :

By de�nition (Section 15.3), we have

� Q 2 (L jL Vi ) = �(( R2 n Q2) � 1SjR1
Q 1

)

and, using Proposition 15.8 again, we obtain

� Q 1 (L jL Vi ) = �( SQ jR2
Q 2

):

We simplify the notation by writing � Q (L jL Vi ) for � Q 2 (L jL Vi ).

From Theorem 15.1 we have

� Q (L jQ) = � Q (L jK )SQ � Q 1 (K jQ) (16.1)
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and
� Q (L jQ) = � Q (L jL Vi )SQ � Q 2 (L Vi jQ): (16.2)

To clarify these equalities, we recall the de�nitions of the ideals appearing in the equalities:

� Q (L jQ) = �( SQ jZZ p);

� Q (L jK ) = �( SQ jR1
Q 1

) � Q (L jL Vi ) = �( SQ jR2
Q 2

)

and
� Q 1 (K jQ) = �( R1

Q 1
jZZ p) � Q 2 (L Vi jQ) = �( R2

Q 2
jZZ p):

We now consider� Q 1 (K jQ) and � Q 2 (L Vi jQ) more closely. From Proposition 16.2 we have

� Q 1 (K jQ) = R1
Q 1

Q2(p� 1)
1

and
� Q 2 (L Vi jQ) = R2

Q 2
Q2(p� 1)

1 :

As R1
Q 1

is embedded inSQ , we have

SQ � Q 1 (K jQ) = SQ Q2(p� 1)
1 :

Now Q1 is totally rami�ed in S, so SQ1 = Q[L :K ] and we have

SQ SQ1 = SQ Q[L :K ] =) SQ Q1 = SQ Q[L :K ] =) SQ � Q 1 (K jQ) = SQ Q[L :K ]2( p� 1) :

In the same way
SQ � Q 2 (L Vi jQ) = SQ Q[L :L V i ]2( p� 1) :

As [L : K ] = [ L : L Vi ], we have

SQ � Q 1 (K jQ) = SQ � Q 2 (L Vi jQ)

and from equations(16:1) and (16:2) we derive

� Q (L jK ) = � Q (L jL Vi ):

We now show that this equality ensures that K = L Vi . First we notice that

� Q (L jK ) = ( SQ Q)sQ (L jK ) and � Q (L jL Vi ) = ( SQ Q)sQ (L jL V i ) ;

which implies that
sQ (L jK ) = sQ (L jL Vi ):

From Theorem 15.6

sQ (L jK ) =
r 1 � 1X

j =0

(jVj (QjQ1)j � 1) ;

where Vj (QjQ1), for j = 0 ; 1; : : : ; r 1 � 1, are the rami�cation groups of Q in the extension L=K .
(Indeed, L=K is a Galois extension andQ1 is totally rami�ed in S.) The same theorem ensures
that

sQ (L jL Vi ) =
r 2 � 1X

j =0

(jVj (QjQ2)j � 1) ;
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whereVj (QjQ2), for j = 0 ; 1; : : : ; r 2 � 1, are the rami�cation groups of Q in the extension L=L Vi .
(Indeed, L=L Vi is a Galois extension andQ2 is totally rami�ed in S.) We can taker = max( r 1; r 2)
in both cases.

Now we consider orders of the rami�cation groups. We notice that

Vj (QjQ1) = Vj \ H;

where H = Gal(L=K ) and
Vj (QjQ2) = Vj \ Vi ;

sinceVi = Gal(L jL Vi ). Therefore, for j = 0 ; 1; : : : ; i � 1, we have

Vj (QjQ1) = H and Vj (QjQ2) = Vi :

Then

jH j = jGal(L=K )j = [ L : K ] =
[L : Q]
[K : Q]

=
[L : Q]

p

and

p = [ L Vi : Q] = jGal(L=Q)=Vi j =) j Vi j =
[L : Q]

p
;

therefore jH j = jVi j, i.e., jVj (QjQ1)j = jVj (QjQ2)j. If j � i , then Vj (QjQ2) = Vj , becauseVj � Vi

and it follows that jVj (QjQ1)j � j Vj (QjQ2)j. As

r � 1X

j =0

(jVj (QjQ1)j � 1) =
r � 1X

j =0

(jVj (QjQ2)j � 1) ;

we must have
jVi (QjQ1) = jVi (QjQ2) =) Vi \ H = Vi =) Vi � H:

However, this implies that K = L H � L Vi . As K and L Vi are subspaces ofL of the same
dimension, they must be equal, as required. 2

Our next step is to show that under the conditions we have assumed at the beginning of
the section, i.e.,p is an odd prime, L an abelian �nite normal extension of Q of degreepm and
disc(OL ) = pk , where m; k 2 N � , then L is a cyclic extension ofQ. We will use an elementary
result from group theory, namely, an abelian group of orderpm , wherep is a prime, with a unique
subgroup of orderpm � 1, is cyclic. We need a preliminary result.

Lemma 16.1 Let G be an abelian group of orderpm , where p is a prime and m � 1. If G has
a subgroupH of order pk and k < l � m, then there is a subgroupK of G containing H and
having order pl .

proof Suppose �rst that l = k + 1 � m and let �G = G=H. Then j �Gj = pm � k and so, by
Cauchy's theorem, there exists an element�x 2 G=H of order p. Let K be the subgroup ofG
generated byH and x. Sincex =2 H , the group H is properly contained in K . Also,

K = H [ Hx [ � � � [ Hx p� 1 =) j K j = pk+1 :

Repeating the argument if necessary, we �nally obtain the desired subgroup. 2
where p is an odd prime andm; k 2 N �

We may now prove the result concerning the cyclicity ofG.
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Proposition 16.4 If G is an abelian group of orderpm , where p is a prime, with a unique
subgroupH of order pm � 1, then G is cyclic.

proof Let x 2 G n H . If x has order less thanpm , then, from Lemma 16.1, the cyclic group
hxi is contained in a subgroupK of G of order pm � 1. By hypothesis, K must be equal toH , so
x 2 H , a contradiction. Hencex has orderpm and soG is cyclic. 2

We may now show that, under the conditions given above, the extensionL=Q is cyclic.

Theorem 16.1 Let p be an odd prime,L a �nite normal abelian extension of Q of degreepm ,
where m 2 N � , and disc(OL ) a power of p. Then the extensionL=Q is cyclic.

proof By hypothesis the Galois groupG = Gal(L=Q) is abelian of orderpm . From Proposition
16.3 we know that G has a unique subgroup of orderpm � 1. Applying Proposition 16.4 we �nd
that G is cyclic. 2

We are now in a position to prove the Kronecker-Weber theorem in a particular case. Further
on we will extend the theorem to the general case.

Theorem 16.2 If L is a �nite normal abelian extension of Q of degreepm , where p is an odd
prime and m 2 N � , and disc(OL ) is a power of p, then there exists a root of unity � such that
L � Q(� ).

proof Let K = Q(� ), where � is a primitive pm +1 th root of unity. The extension K=Q is a
Galois extension and, writing G = Gal(K=Q), from Theorem 7.7 we have

jGj = [ K : Q] = deg � pm +1 = � (pm +1 ) = pm (p � 1):

Also, by Theorem 7.7, G is isomorphic to Z �
pm +1 , which is cyclic, because the group of units of

Zn is cyclic, when n is a power of an odd prime (see, for example, [4]).
The cyclic group G has a subgroupH of order p � 1. (If � is a generator ofG, then � pm

has
order p � 1.) We set K 0 = K H ; then [K 0 : Q] = pm . Since H is a subgroup ofG, H is cyclic,
and so, by de�nition, K 0 is a cyclic extension ofQ. We claim that the discriminant disc (OK 0)
is a power ofp. To see this, notice that a prime q dividing disc(OK 0) is rami�ed in OK 0, hence
also rami�ed in OK , thus q divides disc(OK ), which is a power ofp. It follows that q = p. This
proves the claim.

Now we consider the composition �eldLK 0. As L is a �nite Galois extension of Q, so isLK 0

(Theorem 6.8). Both L and K 0 are normal extensions ofQ, therefore, from Theorem 6.10, the
Galois group Gal(LK 0=Q) is isomorphic to a subgroup of the productGal(L=Q) � Gal(K 0=Q),
which is abelian. HenceGal(LK 0=Q) is abelian.

Now, from the proof of Corollary 6.1, we know that the Galois groupsGal(LK 0=K 0) and
Gal(L=L \ K 0) are isomorphic, hence

[LK 0 : Q] = [ LK 0 : K 0][K 0 : Q] = [ L : L \ K 0][K 0 : Q];

which is a power of p, because[L : L \ K 0] divides [L : Q] and [L : Q] = pm . We claim that
the discriminant disc(OLK 0) is also a power ofp. If q is a prime and qjdisc(OLK 0), then q is
rami�ed in OLK 0. From Theorem 13.12,q is rami�ed in L or in K 0. This means that qjdisc(OL )
or qjdisc(OK 0). In both cases we obtainq = p, so disc(OLK 0) is a power ofp, as claimed.

We now apply Theorem 16.1 toLK 0: the Galois group Gal(LK 0=Q) is cyclic. Both L and
K 0 are normal extensions ofL \ K 0. With L \ K 0 = F in Theorem 6.10, we obtain

Gal(LK 0=L \ K 0) ' Gal(L=L \ K 0) � Gal(K 0=L \ K 0):
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We notice that both Gal(L=L \ K 0) and Gal(K 0=L \ K 0) have orders a power ofp and are
cyclic, becauseGal(L=L \ K 0) is a subgroup ofGal(L=Q) and Gal(K 0=L \ K 0) a subgroup of
Gal(K 0=Q).

We have seen thatGal(LK 0=Q) is abelian, thus Gal(LK 0=L \ K 0)) is also abelian. The
previous isomorphism gives us a primary decomposition of this �nite abelian group. Moreover,
Gal(LK 0=L \ K 0) is a cyclic p-group, sinceGal(LK 0=Q) is a cyclic p-group. Thus Gal(LK 0=L \
K 0) is its own primary decomposition. The uniqueness of the primary decomposition ensures
that Gal(L=L \ K 0) or Gal(K 0=L \ K 0) is trivial. In the �rst case,

L = L \ K 0 =) L � K 0:

In the second case
K 0 = L \ K 0 =) K 0 � L

hence
[L : Q] = [ L : K 0][K 0 : Q] =) [L : K 0] = 1 ;

because[L : Q] = pm = [ K 0 : Q]. Therefore L = K 0. In both cases we have found a cyclotomic
extension containingL . This �nishes the proof. 2

16.3 Step 2: [L : Q] and disc (OL ) are both powers of 2.

Up to here we have considered the case where the order of the Galois groupGal(L=Q) is the
power of an odd primep and the discriminant disc(OL ) a power of the same prime. It should
be clear that certain arguments we have used will not work if the primep is 2. In this section
we aim to look at this case. We will �rst consider real �elds, i.e., sub�elds of the �eld of real
numbers R . To begin we establish a preliminary result analogous to Theorem 16.1.

Proposition 16.5 Let L be a real �eld which is a �nite normal abelian extension ofQ of degree
a power of 2 such that the discriminant disc(OL ) is also a power of2. Then the extensionL=Q
is cyclic.

proof Let [L : Q] = 2 m , with m 2 N � . We �rst consider the case wherem = 1 , i.e., [L : Q] = 2 .
Then L = Q(

p
d), where d is a square-free integer. In this case disc(OL ) = d, if d � 1 (mod 4),

and disc(OL ) = 4 d, if d � 2; 3 (mod 4). As disc(OL ) is a power of2, the only possibility is d = 2
and soL = Q(

p
2) (and disc(OL ) = 8 ). Thus the extension L=Q is cyclic.

Now suppose that m � 2. From Lemma 16.1 we know that the Galois groupGal(L=Q)
contains a subgroupH whose order is2m � 1. For any such subgroupH , from Theorem 6.6,

[L H : Q] = j
Gal(L=Q)

H
j = 2 :

Moreover, disc(OL ) is a power of2, since any primeq dividing disc(OL H ) rami�es in OL H and so
rami�es in OL . As 2 is the only prime ramifying in OL , q = 2 . Thus disc(OL H ) is a power of2
up to sign. As [L H : Q] = 2 , L H = Q(

p
d), where d is a square-free integer, and disc(OL H ) = d

or disc(OL H ) = 4 d. It follows that d = � 2. Since L H � L , d = 2 and so L H = Q(
p

2) and
H = Gal(L=Q(

p
2)). We conclude that the Galois groupGal(L=Q) has a unique subgroup of

order 2m � 1. Applying Proposition 16.4 we obtain that Gal(L=Q) is cyclic. 2

We now establish another result concerning real extensions.
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Proposition 16.6 If m 2 N � and � a primitive root of order 2m +2 , then L = Q(� ) \ R is the
unique real �nite normal abelian extension K of Q such that [K : Q] = 2 m and disc(OK ) is a
power of 2. In addition, L � Q(� ).

proof We will begin by showing that L satis�es the conditions. L is clearly a real �eld and
L � Q(� ). Any prime q dividing the discriminant disc (OL ) rami�es in OL , hence inQ(� ). This
implies that q divides disc(OQ (� ) ), which is a power of2, by Theorem 11.15. Thusq = 2 and It
follows that disc(OL ) is a power of2.

Now
[Q(� ) : Q] = deg � 2m +2 = � (2m +2 ) = 2 m +1 ;

where � is Euler's totient function. From the primitive element theorem (Theorem 3.4), there
exists � 2 Q(� ) such that Q(� ) = L(� ). If � = a + bi, then � is a root of the polynomial
f (X ) = ( a2 + b2) � 2aX + X 2. Moreover, �� = a � bi 2 Q(� ), because�� is a root of the minimal
polynomial m(�; Q) and Q(� ) is a normal extension ofQ. Hence

a =
� + ��

2
2 L and b =

� � ��
2i

2 L;

since i = � 4 = � 2m
2 Q(� ). It follows that f 2 L [X ] and degm(�; L ) is 1 or 2. As � =2 L , we

have degm(�; L ) = 2 and so[Q(� ) : L ] = 2 . As

[Q(� ) : Q] = [ Q(� ) : L ][L : Q];

we have[L : Q] = 2 m , as required.

It remains to show that L is unique. Let F and K be two �elds satisfying the conditions
in the statement of the proposition. We aim to show that F = K . Both F and K satisfy the
assumptions of Proposition 16.5, so the compositumFK also satis�es the assumptions. Indeed,
the extensions F=Q and K=Q are both normal, so FK=Q is normal and the Galois group
Gal(FK=Q) is isomorphic to a subgroup of the productGal(F=Q) � Gal(K=Q), by Theorem
6.10. ThereforeGal(FK=Q) is abelian of order a power of2. If a prime q divides the discriminant
disc(OF K ), then it is rami�ed in OF K and hence rami�ed in OF or in OK (Theorem 13.12). Thus
q divides disc(OF ) or disc(OK ), which are both powers of2. Hence q = 2 and it follows that
disc(OF K ) is a power of2.

Now, from Theorem 6.10,

Gal(FK=F \ K ) ' Gal(F=F \ K ) � Gal(K=F \ K ):

As Gal(FK=F \ K ) is a subgroup of the abelian groupGal(FK=Q), Gal(FK=F \ K ) is abelian.
Both Gal(F=F \ K ) and Gal(K=F \ K ) are cyclic and of order a power of2, being respectively
subgroups ofGal(F=Q) and Gal(K=Q), which are cyclic by Proposition 16.5. Thus the previous
isomorphism is a primary decomposition of the �nite abelian group Gal(FK=F \ K ). However,
Gal(FK=F \ K ) is cyclic of order a power of2, being a subgroup ofGal(FK=Q), which is cyclic
by Proposition 16.5. The uniqueness of the primary decomposition of a �nite abelian group
ensures that Gal(F=F \ K ) or Gal(K=F \ K ) is trivial. Therefore F = F \ K or K = F \ K ,
which implies in the �rst case that F � K and in the second that K � F . As [F : Q] = [ K : Q],
we must haveF = K . 2

We have shown in the previous section that when the extensionL=Q is abelian of degree a
power of p, with p an odd prime, and disc(OL ) a power of p, then there exists a root of unity �
such that L � Q(� ).We will now establish an an analogous result for the prime2.
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Theorem 16.3 Let L=Q be a �nite normal abelian of degree a power of2, with disc(OL ) a
power of 2. Then there exists a root of unity � such that L � Q(� ).

proof In Proposition 16.6 we have already proved the theorem in the case whereL is a real
�eld. Our aim is now to generalize this to any �eld contained in C.

Let K = L(i ) \ R . Then K is a real extension ofQ. As L(i ) = Q(i )L and both Q(i )=Q
and L=Q are �nite normal abelian extensions, L (i )=Q is also a �nite normal abelian extension
(Theorem 6.10). SinceK is a sub�eld of L (i ), K is a �nite normal abelian extension of Q.

Next we notice that [K : Q] is a power of2. Indeed,

[L (i ) : Q] = [ L (i ) : L ][L : Q]:

As m(i; L ) divides f (X ) = 1 + X 2, the degree ofm(i; L ) is 1 or 2 and so [L (i ) : L ] is equal to
1 or 2. By hypothesis [L : Q] is a power of2, so [L (i ) : Q] is a power of2. However, [K : Q]
divides [L (i ) : Q], hence[K : Q] is a power of2.

Our next step is to show that the discriminant disc(OK ) is also a power of2. If q is a
prime number dividing disc(OL ( i ) ), the q rami�es in L(i ) = Q(i )L , which implies that q rami�es
in Q(i ) or in L (Theorem 13.12), i.e., q divides disc(OQ (i ) ) or q divides disc(OL ). Now, by
hypothesis disc(OL ) is a power of2, and disc(OQ (i ) ) = � 4, because� 1 � 3 (mod 4) implies that
disc(OQ (i ) ) = 4( � 1) = � 4. It follows that q = 2 and so disc(OL ( i ) ) is a power of2. As K is a
sub�eld of L (i ), disc(OK ) is also a power of2. Indeed, if q is a prime dividing disc(OK ), then q
rami�es in OK and hence inOL ( i ) ; thus q divides disc(OL ( i ) ) and soq = 2 .

We now apply Proposition 16.6: there exists a root of unity � such that K � Q(� ). From
the primitive element theorem (Theorem 3.4), there exists� 2 L(i ) such that L (i ) = K (� ). Let
� = a + ib. As �� = a � ib is a root of the minimal polynomial m(�; K ) and L(i ) is a normal
extension ofK , a = � + ��

2 2 K and b = � � ��
2i 2 K . Also, i = � 4, so � = a + ib 2 Q(� 4)Q(� ). Then

L � L (i ) = K (� ) � Q(� 4)Q(� ) = Q(� );

where � is a root of unity, by Exercise 7.3. 2

Exercise 16.1 With K and L as de�ned in Theorem 16.3, show thatL (i ) = K (i ).

16.4 Step 3: [L : Q] is a power of a prime p.

We have shown that a normal abelian extensionL of the rationals of degree a power of a prime
p such that the discriminant disc(OL ) is also a power ofp can be considered as a sub�eld of a
cyclotomic extension of the rationals. In this section we aim to show that we may dispense with
the condition on the discriminant. We will begin with a preliminary result.

Proposition 16.7 Suppose thatL=Q is a normal abelian extension of degreen and q a prime
dividing disc(OL ) but not dividing n. Then there exists a normal abelian extensionL 0=Q and a
primitive qth root of unity � such that

� [L 0 : Q] divides n;

� L � L 0(� );

� q does not divide disc(OL 0);

� any prime q0 dividing disc(OL 0) also divides disc(OL ).
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proof We consider two cases, namely whenL contains a primitive qth root of unity and then
when this is not the case.

Case 1: L contains a primitive qth root of unity � .

Suppose thatQ is a prime ideal in OL lying above q: Q\ Z = Zq. To simplify the notation we
write e for the rami�cation index e(Qjq), V1 for the corresponding rami�cation group V1(QjZq)
and E for the corresponding inertia group E(QjZq).

The assumption that q does not divide[L : Q] ensures thatL = L V1 . Indeed, from Proposition
13.18 we know thatV1 is a q-group, i.e., the order ofV1 is a power ofq, thus Theorem 6.7 ensures
that [L : L V1 ] is a power ofq. Moreover, [L : L V1 ] divides [L : Q]. Sinceq does not divide[L : Q]
we must have[L : L V1 ] = 1 , i.e., L = L V1 .

Now we considerL E . As L=Q is normal, by Proposition 13.11 we have[L : L E ] = e. Now,
from Theorem 6.7 we obtainGal(L=L E ) = E and so

e = [ L V1 : L E ] = jE=V1j; (16.3)

by Theorem 6.6. SinceGal(L=Q) is abelian, the decomposition groupD(QjZq), being a subgroup
of Gal(L=Q), is also abelian. Given thatL=Q is normal, Corollary 13.9 ensure thatjE=V1j divides
q0 � 1, where

q0 = jOQ =Zqj = jZ=Zqj = q: (16.4)

We now set L 0 = L E . As E is a subgroup ofGal(L=Q), [L 0 : Q] divides n. Also, L 0=Q is a
normal abelian extension, becauseL 0 = L E and E is a normal subgroup ofGal(L=Q), which is
abelian.

By hypothesis there is a primitive qth root of unity � in L . We claim that L = L 0(� ). As
Q � L and � 2 L , we haveQ(� ) � L . The prime ideal Q in OL lies over a unique prime idealQ0

in OQ (� ) . To simplify the notation we write e0 for the rami�cation index e(QjQ0) and E 0 for the
inertia group E(QjQ0). We notice that E 0 = E \ Gal(L=Q(� )) , the intersection of two subgroups
of Gal(L=Q). Using Theorem 6.9 we have

L E 0
= L E L Gal (L= Q ( � ))

= L E Q(� )

= L E (� )

= L 0(� ):

To establish the claim it is su�cient to show that L E 0
= L. By Proposition 5.3 L=Q(� ) is a

normal extension, so we may use Proposition 13.11 to obtain[L : L E 0
] = e0. Also,

e = e0e(Q0jq): (16.5)

From equations(16:3) and (16:4) we obtain ejq� 1. However, we also haveq� 1je. From Theorem
11.15, disc(OQ (� ) ) is a power ofq, so q is totally rami�ed in OQ (� ) , by Proposition 16.1, which
implies that e(Q0jq) = q � 1, because[Q(� ) : Q] = q � 1. Therefore, by equation (16:5), q � 1je.
It follows that e = q � 1 and so e0 = 1 , which implies that [L : L E 0

] = 1 . We have shown that
L E 0

= L and hence established the claim.
We now show that the remaining two conditions of the proposition are satis�ed. First we

show that q does not divide disc(OL 0). Let Q1 be a prime ideal of OL 0 lying over q and Q2

a prime ideal in OL lying over Q1. Both Q2 and Q are prime ideals in OL lying over q. As
Gal(L=Q) is abelian, Exercise 13.4 ensures thatE(Q2jZq) = E(QjZq). HenceL 0 = L E (Q 2 jZ q) .
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The ideal Q1 is the unique prime ideal in OL E (= OL 0) lying under Q2, so, by Proposition 13.14,
e(Q1jZq) = 1 , i.e., q is unrami�ed in OL 0, which implies that q does not divide disc(OL 0).

Finally, we show that, if q0 is a prime dividing disc(OL 0), then q0 divides disc(OL ). If q0 is a
prime dividing disc(OL 0), then q0 rami�es in OL 0, which implies that q0 rami�es in OL , because
L 0 � OL ; henceq0 divides disc(OL ). 2

Case 2: L does not contain a primitive qth root of unity.

We begin by adding a primitive qth root of unity � to L . We may apply Case 1 toL(� ).
Indeed, L (� ) = LQ(� ). As both L and Q(� ) are normal extensions ofQ, by Theorem 6.8,
LQ(� ) is a normal extension ofQ. In addition, by Theorem 6.10, Gal(LQ(� )=Q) is a subset of
Gal(L=Q) � Gal(Q(� )=Q), hence abelian. By construction,L (� ) contains a primitive qth root of
unity. Moreover, q divides disc(OL ( � ) ), becauseq divides disc(OL ) and OL � OL ( � ) , It remains
to show that q does not divide [L (� ) : Q]. As

[L (� ) : Q] = [ L (� ) : L ][L : Q];

if qj[L (� ) : Q], then either qj[L (� ) : L ] or qj[L : Q]. By hypothesis, the second alternative is not
possible. Also, by Theorem 7.4, the Galois groupGal(L (� )=L) is a subset ofZ �

q , which implies
that [L (� ) : L ]jq � 1. As q does not divide q � 1, the second alternative is also not possible. We
have shown that q does not divide [L (� ) : Q].

As all the conditions of Case 1, with L replaced by L(� ), are satis�ed, there exists a �nite
normal extension L 0 of Q and a primitive qth root of unity � such that

� [L 0 : Q] divides [L (� ) : Q];

� L (� ) � L 0(� );

� q does not divide disc(OL 0);

� any prime q0 dividing disc(OL 0) also divides disc(OL ( � ) ).

As L 0(� ) = L 0(� ), we may suppose that� = � . In the course of proving Case 1 we showed that
e = q� 1, thus by Theorem 13.11[L : L E ] = q� 1, i.e., [L : L 0] = q� 1. Replacing L by L(� ) we
obtain [L (� ) : L 0] = q � 1. In a similar way, we obtain L 0 � L (� ).

We maintain that L 0 has the required properties of the proposition.

� [L 0 : Q] divides n = [ L : Q]: Using Corollary 6.1, we have

[L (� ) : Q] = [ LQ(� ) : Q] =
[L : Q][Q(� ) : Q]

[L \ Q(� ) : Q]
=

[L : Q](q � 1)
[L \ Q(� ) : Q]

:

Thus
[L : Q][(q � 1) = [ L \ Q(� ) : Q][L (� ) : L 0][L 0 : Q];

which implies that
[L : Q] = [ L \ Q(� ) : Q][L 0 : Q];

because[L (� ) : L 0] = q � 1. Hence[L 0 : Q] divides [L : Q].

� L � L 0(� ), sinceL � L (� ) � L 0(� ).

� q does not divide disc(OL 0): Here there is nothing to prove.
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� Any prime q0 dividing disc(OL 0) also divides disc(OL ): As L 0 � L (� ), q0jdisc(OL 0) =)
q0jdisc(OL ( � ) ), which implies that q0 rami�es in OL ( � ) . However, L (� ) = LQ(� ), so q0

rami�es in OL or in OQ (� ) (Theorem 13.12). Asq does not divide disc(OL 0), q0 6= q, so q0

does not ramify in OQ (� ) , so q0 must ramify in OL , which implies that q0 divides disc(OL ).

This �nishes the proof. 2

We are now in a position to dispense with the condition on the discriminant in Theorems
16.2 and 16.3.

Theorem 16.4 If L=Q is a normal abelian extension of degreepm , for some prime p, then there
exists a root of unity � such that L � Q(� ).

proof If the discriminant disc (OL ) is also a power ofp, then there is nothing to prove, so let us
suppose that this is not the case. Then there is a primeq 6= p dividing the discriminant. From
Proposition 16.7 there is an abelian extensionL 1=Q and a qth root of unity � 1 such that

� [L 1 : Q] divides pm and so is a power ofp;

� L � L 1(� 1);

� q does not divide disc(OL 1 );

� any prime q0 dividing disc(OL 1 ) also divides disc(OL ).

Thus disc(OL 1 ) has fewer prime factors than disc(OL ). We can repeat the process and so �nd a
normal abelian extensionL 2=Q and a root of unity � 2 such that L 1 � L 2(� 2), [L 2 : Q] is a power
of p and disc(OL 2 ) has fewer prime factors than disc(OL 1 ). Continuing in the same way, we
�nally obtain a normal abelian extension L r =Q and a root of unity � r such that L r � 1 � L r (� r ),
[L r : Q] is a power of p and disc(OL r ) is also a power ofp, possibly 1, in which caseL r = Q
(Theorem 14.5). It follows from Theorems 16.2 and 16.3 that there is a root of unity� r +1 such
that L r � Q(� r +1 ). To sum up, we have the inclusions

L � L 1(� 1); L 1 � L 2(� 2); : : : ; L r � 1 � L r (� r ); L r � Q(� r +1 );

which implies that
L � Q(� 1; � 2; : : : ; � r +1 ) � Q(� );

where � is a root of unity (Exercise 7.3). This ends the proof. 2

16.5 Step 4: The general case

We are now in a position to prove the general case of the Kronecker-Weber theorem.

Theorem 16.5 If L=Q is a �nite normal abelian extension, then there is a primitive root of
unity � such that L � Q(� ).

proof As Gal(L=Q) is abelian, there exist prime numbersp1; : : : ; ps and pi -subgroupsH1; : : : ; H s

such that
Gal(L=Q) ' H1 � � � � � H s:
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If jH i j = p� i
i , then jGal(L=Qj =

Q s
i =1 p� i

i . Let Ĥ j =
Q

i 6= j H i and L j = L Ĥ j . Then [L j : Q] =
p� j

j . Moreover, sinceL=Q is assumed normal, Theorem 6.9 ensures that

L \ s
i =1 Ĥ i =

sY

i =1

L Ĥ i =
sY

i =1

L i :

Since \ s
i =1 Ĥ i = f eg, we obtain

Q s
i =1 L i = L. Also, each subgroupĤ i is normal in Gal(L=Q),

so, by Theorem 6.6,L i =Q is normal and Gal(L i =Q) ' Gal(L=Q)=Ĥ i . Therefore L i =Q is a �nite
normal abelian extension, with degree a power of a prime, and so there exists a root of unity� i

such that L i � Q(� i ). Thus

L = L 1 � � � L s � Q(� 1) � � � Q(� s) � Q(� );

where � is a primitive root of unity (Exercise 7.3), i.e., L is included in a cyclotomic extension
of Q. 2

The Kronecker-Weber theorem answers an important question. Earlier we saw that a cy-
clotomic extension of the rationals is normal and abelian; it follows that any subextension of a
cyclotomic extension of the rationals is also normal and abelian. It is natural to ask whether
there are other �nite normal abelian extensions of the rationals. The Kronecker-Weber theorem
gives a negative response to this question.
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Chapter 17

Factoring primes in extensions

In a unique factorization domain R any elementx which is neither the identity for the addition
nor a unit can be expressed as product of prime factors and a unit :x = up� 1

1 � � � p� n
n , where

u is a unit and p1; : : : ; pn are prime factors, which are not associated. There may be di�erent
such factorizations, but the number n is always the same, as are the powers� 1; : : : ; � n . If we
take the powers of the primes in increasing order, then we obtain a �nite sequence of positive
integers, which we call the form of the decomposition. For example,12 = 3:22, so the form of
the decomposition of 12 is (1; 2). Similarly, 30 = 2:3:5 has the form (1; 1; 1), 36 = 22:32 the
form (2; 2) and 20 = 5:22 the form (1; 2). We should notice that the factorizations of 12 and
20 have the same form(1; 2); thus di�erent elements may have factorizations with the same form.

If K is a number �eld and OK its number ring, then any nonzero ideal ofOK not equal to
OK has a unique factorization into prime ideals, becauseOK is a Dedekind domain. For a prime
number p we will be concerned in this chapter with the form of the factorization of the ideal
OK p.

17.1 Preliminary results

Proposition 17.1 Let K be a number �eld of degreen over Q and R an order of OK . Then

jdisc(R)j = [ OK : R]2jdisc(OK )j;

where [OK : R] is the index of R as an additive subgroup ofOK .

proof We argue as in Section 14.1, de�ning� in the same way. If B = ( � 1; : : : ; � n ) is a basis of
R, then B0 = ( � (� 1); : : : ; � (� n )) generates� (R) over Z and is an independant set, hence� (R) is
a sublattice of � OK , which we note � R . We have

[� OK : � R ] =
det � R

det � OK

=) det � OK [� OK : � R ] = det � R :

However, from Section 14.1 we have

det � OK = 2 � s
p

jdisc(OK )j and det � R = 2 � s
p

jdisc(R)j;

hence
jdisc(R)j = [ OK : R]2jdisc(OK )j;
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because[� OK : � R ] = [ OK : R]. 2

A particular application of this result is when � 2 OK , K = Q(� ) and R = Z[� ]. In this case
the elements1; �; : : : ; � n � 1 form an integral basis of Z[� ]. As we will see presently, it is often
important to know whether a given prime number p does not divide [OK : Z[� ]]. In particular,
if the discriminant disc(Z[� ]) is square-free, then[OK : Z[� ]] = 1 and soZ[� ] = OK .

In fact, we may improve the equality of Proposition 17.1.

Lemma 17.1 Let K be a number �eld such that[K : Q] = n. We suppose that there arer real
embeddings ofK in C and 2s complex embeddings. Then the sign of the discriminant of an order
R in K is (� 1)s.

proof Let B = f b1; : : : ; bn g be an integral basis ofR. Then

disc(R) = det( � i (bj ))2;

where � 1; : : : ; � r are the real embeddings ofK into C and � r +1 ; : : : ; � r +2 s the complex embed-
dings of K into C. We have

det(� i (bj )) = ( � 1)s det(� i (bj )) ;

because complex conjugation interchangess rows. If s is even, then det(� i (bj )) is real, so its
square is positive. On the other hand, ifs is odd, then det(� i (bj )) is purely imaginary, so its
square is negative. 2

We may now improve Proposition 17.1:

Theorem 17.1 Let K be a number �eld of degreen over Q and R an order of OK . Then

disc(R) = [ OK : R]2disc(OK );

where [OK : R] is the index of R as an additive subgroup ofOK .

proof From Lemma 17.1 the discriminants of both R and OK have the sign(� 1)s. 2

We also need some elementary results from group theory.

Lemma 17.2 Let G be a �nite (additive) abelian group of order n. If p is a prime and p does
not divide n, then the mapping

� : G �! G; x 7�! px

is an automorphism.

proof The mapping � is clearly a homomorphism. AsG is �nite, it is su�cient to show that
� is injective. Suppose that px = 0 . If x 6= 0 , then 1 < o(x) � p, which implies that o(x) = p.
Then we havepjn, a contradiction. So � is injective. 2

Proposition 17.2 Let  : G0 �! G be an injective homomorphism of (additive) abelian groups.
If H =  (G0) and j G

H j is �nite and not divisible by the prime p, then the induced mapping

� :
G0

pG0 �!
G
pG

: x0+ pG0 7�!  (x0) + pG

is an isomorphism.
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