
HAL Id: hal-03788795
https://hal.univ-grenoble-alpes.fr/hal-03788795

Submitted on 1 Oct 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Trajectories predicted by optimal speech motor control
using LSTM networks

Tsiky Rakotomalala, Pascal Perrier, Pierre Baraduc

To cite this version:
Tsiky Rakotomalala, Pascal Perrier, Pierre Baraduc. Trajectories predicted by optimal speech
motor control using LSTM networks. Interspeech 2022 - 23rd Annual Conference of the In-
ternational Speech Communication Association, Sep 2022, Incheon, South Korea. pp.630-634,
�10.21437/interspeech.2022-10604�. �hal-03788795�

https://hal.univ-grenoble-alpes.fr/hal-03788795
https://hal.archives-ouvertes.fr


Trajectories predicted by optimal speech motor control using LSTM networks

Tsiky Rakotomalala1, Pascal Perrier1, Pierre Baraduc1

1 Univ. Grenoble Alpes, CNRS, Grenoble INP, GIPSA-lab, 38000 Grenoble, France
ny-tsiky.rakotomalala@grenoble-inp.fr, pascal.perrier@grenoble-inp.fr,

pierre.baraduc@grenoble-inp.fr

Abstract
The question of optimality and its role in trajectory formation is
at the core of important debates in motor control research. We
present the first speech control model that associates Optimal
Feedback Control (OFC) for planning and execution of move-
ments with a biomechanical model of the vocal tract. Simulated
trajectories in the VCV sequences are compared with trajecto-
ries generated using the GEPPETO model that drives the same
2D biomechanical model; in GEPPETO, the scope of optimality
is limited to movement planning and to phoneme-related target
motor commands.

In our OFC model commands are estimated via the min-
imisation of a cost that combines neuromuscular effort, and a
penalty on accuracy of the auditory patterns reached for the
phonemes. The biomechanics of the plant are implemented by
an LSTM trained on simulations of a finite element model of
the tongue. The comparison of the OFC model with GEPPETO
relies on the time variation of the motor commands, the shape
of the articulatory trajectories, and on auditory trajectories in
the F1-F2 planes.
Index Terms: speech production, optimal control, internal
model, speech motor control, trajectory formation.

1. Introduction
In order to understand speech motor control, that is, how the
Central Nervous System (CNS) coordinates the speech articu-
lators in order to generate facial movements and sounds that
can be linguistically interpreted by listeners, several models
have been presented. An interesting review of the most recent
ones has been proposed by Parrell and colleagues [1]. Among
them, the DIVA model [2], the Task Dynamics model [3], the
FACTS model [4] (implementing principles of the SFC model
[5]), and the ACT model [6] use a geometrical representation of
the speech articulators; the GEPPETO model [7, 8]is the only
model that integrates a realistic biomechanical description of
the peripheral system that accounts for the effects on move-
ments of mass, tissue elasticity, force generation mechanisms
and some neurophysiological aspects of peripheral motor con-
trol with the account of a short delay feedback of the muscle
stretch reflex type (see also [9]). However, this model has a
strong weakness due to its control strategy: it is unable to react
to any kind of perturbation because control is purely feedfor-
ward.

On the other hand, optimal control theory gained a wide
popularity in motor control modeling because of its ability to
account for behavioral observations at several levels of anal-
ysis: kinematic (effector trajectories [10]), mechanical (in-
teraction forces [11]), or neurophysiological (electromyogra-
phy [12], cortical electrophysiology [13]). These predictions
emerge from the definition of a goal or set of goals and a cost
function. Moreover, optimal feedback control theory [14] pro-
vides an important extension by integrating the role of sensory

feedback both in planning and during movement execution, the
optimal solution integrating an internal estimate of the current
state of the effector to determine the future motor commands,
allowing to predict how the organism will react to perturbations
(e.g. [15]).

Thereby, we wished to present for speech production an
optimal feedback control model in which the plant to be con-
trolled is not simply geometrical but takes into account some
biomechanical characteristics of the speech production system.
For that, we used the same plant as the GEPPETO model. A
preliminary version of this work can be found in [16]; while it
produced interesting results for vowels, its simplicity made it
unable to handle non-linearities in consonants production. Here
we tackled this limitation by appling autoencoder networks for
dimensionality reduction and recurrent networks (LSTM) for
state prediction. Thus, we are now able to compare trajectories
from the GEPPETO model and from the OFC model and eval-
uate the role of optimality in trajectories formation in single
vowels, consonants, as well as sequences of phonemes.

2. Method
2.1. The GEPPETO model

In GEPPETO (acronym for ”GEstures shaped by the Physics
and by a PErceptually-oriented Target Optimization”), a speech
sequence is considered as a sequence of phonemes to which
is associated a sequence of perceptual targets in the form of the
first three formants. GEPPETO integrates optimality at the level
of the planning only, by minimizing a cost that combines mo-
tor cost and perceptual accuracy. This cost only takes into ac-
count the motor commands and the perceptual characteristics of
the production at the successive phoneme-related targets, with-
out any consideration for trajectories between the targets. The
result of the optimization is a set of target motor commands,
from which movement will be generated in a purely feedfor-
ward manner, based on principles of the Equilibrium Point Hy-
pothesis (EPH) [17].

The biomechanics of the tongue is modeled by the Finite El-
ement method (FE) and seven muscles responsible for the main
displacements of the tongue in the sagittal plane are modeled
(Fig. 1). The mechanism for generating muscle force is based
on the EPH [17], according to which movement is generated
from an equilibrium position to the next by a simple shift of the
motor commands at a constant rate. Thus trajectories between
equilibrium positions are not directly controlled, but result from
the interaction between the physical characteristics of the effec-
tor and the desired equilibrium positions. In the ”λ model” asso-
ciated with this theory, the force generated by a muscle depends
on the difference between its length and an activation threshold
λ which is the control variable, this implements a low-level re-
flex of the ”stretch reflex” type.



Muscle force F generated by the model is specified as

F = ρ[exp(cA)− 1] (1)

, where c is a form parameter accounting for the gain of the
feedback from the muscle to the motoneurons pool and ρ a mag-
nitude parameter directly related to force-generating capability.
Muscle activation A is derived from

A = l − λ+ µl̇ (2)

where l and l̇ are resp. the actual muscle length and lengthening
velocity and µ a damping coefficient [8].

Figure 1: The seven muscles in the FE model. Bold lines repre-
sent the macrofibers, over which overall muscle strength is dis-
tributed. Colored quadrilaterals are the elements whose stiff-
ness increases with muscle activation. To visualize tongue kine-
matics, we chose two points on the upper tongue contour that
well characterize the phonetic properties of the articulation: a
palatal point (blue dot in the top left panel), and a pharyngeal
one (red dot).

For a given position of the tongue (fixed jaw and labial open-
ing), the area function of the vocal tract is deduced from ref-
erence anatomical data [18]. The first three formants are com-
puted with an acoustic harmonic analog of the tract [19].
For motor planning, GEPPETO assumes that the central ner-
vous system stores the association between the values of the
control variables (λ) corresponding to the target positions and
the corresponding formant frequencies. The model exploits this
association to optimize the motor commands carrying out the
different phonemes of the sequence, under a perceptual con-
straint [8].

2.2. The optimal control model

2.2.1. Computation of the optimal motor commands

Like GEPPETO, the optimal control model aims to achieve for-
mant goals using the same biomechanical model. However,
while GEPPETO separates the planning phase, in which an
optimal choice of target commands is made, from the execu-
tion phase (purely feedforward), the model proposed here does
not separate planning and execution, and implements optimal-
ity during the execution of the movements, once the formant
targets and the desired duration T of the movement have been
specified.
To determine the motor commands that generate movements of
the biomechanical model, a module called optimal controller
computes the trajectories of the λ commands over time by min-
imizing a cost function. It contains a term related to neuromus-
cular effort and a term corresponding to a penalty on accuracy:

C =

∫ T

0

||λ(t)||2dt+ α||p(T )− pgoal||2 (3)

where λ is the motor command vector, pgoal is a vector con-
taining the specification of the desired targets, both in terms of
auditory goals in formantic space and as a requirement of fi-
nal stability (null final tongue velocity), p(T ) is its actual value
at the end of the trajectory, and α is a trade-off parameter be-
tween precision and effort. To solve this constrained optimiza-
tion problem, we used the adjoint method [20].
Since sensory feedbacks are delayed due to physiology, it is im-
portant to have an estimator of the state of the system to avoid
instability. An optimal estimator estimates the state of the sys-
tem at each time step based on the delayed sensory feedback
and a copy of the motor commands (efference copy, see Fig. 2).

Figure 2: Architecture of the optimal control model.

2.2.2. The reduced model

To (among other things) speed up computation, this predictive
model is a simplified model of the FE model, called the reduced
biomechanical model. The upper contour of the tongue, de-
scribed by the position of 16 nodes in the 2D sagittal plane,
is reduced via an autoencoder to a 4D vector. Compared to
a preliminary study [16] where we used principal component
analysis for dimensionality reduction and a single-layer percep-
tron for prediction, this model is now able to handle the sharp
nonlinearities resulting from the contacts of the tongue with the
palate during consonant production. This is achieved thanks
to an LSTM network model of the plant dynamics, trained on
thousands of simulations of the FE model (for model structure,
see Fig. 3 below).

Figure 3: LSTM Network architecture (LSTM layer scheme
taken from https://fr.mathworks.com).

2.3. Evaluation of the optimal control model

The evaluation of the optimal control model consists of three
points: (1) Comparison of the trajectories generated in the artic-
ulatory and the auditory spaces with the optimal control model
and with the GEPPETO model in Vowel1-Consonant-Vowel2
sequences; (2) Assessment of the capacity of the optimal con-
trol model to account for coarticulatory effects as observed in
experimental data when Vowel1 or Vowel2 vary; (3) Assess-



ment of the sensitivity of the results obtained with the opti-
mal motor control model when we vary the initial conditions
of the optimization process. Regarding this latter point, we
tested the following initial conditions: 1) the starting guess for
the motor commands was the EPH solution; 2) this starting
guess was reduced by 3mm for all muscles (i.e. associated with
stronger level of activation); 3) this starting guess was corrupted
by Gaussian noise with a 30 dB signal-to-noise ratio.

3. Results
3.1. Comparison of the optimal control model and the
GEPPETO model

In this section we present examples of trajectories obtained in
three different conditions: (1) Condition 1: the [aki] sequence
produced with the optimal control model (Fig. 4); (2) Condi-
tion 2: the sequence produced with GEPPETO when the mo-
tor commands at the phoneme-related targets are the ones pro-
posed by the optimal control model at the time where targets
are reached (Fig. 5); the comparison of the trajectories with
those obtained under condition 1 shows the impact of the op-
timal control model; (3) Condition 3: the sequence obtained
with the biomechanical model when the motor commands pro-
posed by the optimal model are used (Fig. 6); the comparison
of the trajectories with those obtained under condition 1 will
shed light on the influence in the optimal control model of the
possible inaccuracy of the reduced LSTM model. The simu-
lation presented in Fig. 4 was obtained under the following
specifications: the first target is vowel /a/ as defined by for-
mants F1=581 Hz, F2=1397 Hz and F3=2580 Hz; it should be
reached with zero velocity at time 0.12 s; the second target is
consonant /k/ as defined by formants F1=359 Hz, F2=1360 Hz
and F3=2543 Hz ; it should be reached with zero velocity at
time 0.24 s; the third target is vowel /i/ as defined by formants
F1=358 Hz, F2=2228 Hz and F3=3073 Hz ; it should be reached
with zero velocity at time 0.36 s.

Figure 4: Results obtained for the sequence [aki], starting from
the resting position, with the optimal control model. Top panel,
left: auditory trajectories in the F1-F2 plane; the green circle
represents the resting position, brown the final position, and or-
ange circles each intermediate phoneme; Top panel, right: time
variations of the λ motor commands; Bottom panel, left: time
variation of the horizontal and vertical positions of the nodes
located on the tongue in the palatal and pharyngeal region (see
Fig. 2, top-left panel); Bottom panel, right: articulatory trajec-
tories and tongue shape at targets in the mid-sagittal plane.

The simulation presented in Fig. 5 was obtained with motor
commands varying at a constant rate of shift from the motor
commands at a target to the ones of the next target; for each

transition the commands vary during 100 ms and the commands
are then held fixed during 20 ms.

Figure 5: Results obtained for the sequence [aki], starting from
the resting position, with the GEPPETO model, using as targets
the λ values of the OFC model at their respective via point time
(transitions being made at a constant rate of shift). See Fig. 4
for details.

Figure 6: Results obtained for the sequence [aki], starting from
the rest position, when applying the motor commands proposed
by the optimal control model to the biomechanical model. See
Fig. 4 for details.

3.2. Assessement of coarticulatory effects

The capacity of the optimal control model to account for the
coarticulatory variability observed for velar consonant /k/ was
evaluated via the generation of the sequences [iki], [aki] and
[aka] and the comparison of the tongue posture reached at the
time specified for the production of [k]; the influence of the
effort-accuracy trade-off, as implemented with the α parame-
ter in equation (3), was also assessed. Results obtained with α
equal to 0.5 and 5 are presented and compared (Fig. 7).

Figure 7: [k] postures reached in different sequences with the
optimal control model with different values of the trade-off pa-
rameter α equal to 0.5 (at the left) and 5 (at the right). Green
contour: resting position. Red contour: /k/ in /iki/. Blue con-
tour: /k/ in /ika/. Black contour: /k/ in /aka/.



3.3. Sensitivity of the optimization procedure to its initial-
ization

As a simple assessment of the sensitivity of the optimization al-
gorithm to its initialization, we evaluated the auditory variabil-
ity of the articulatory patterns generated with the OFC model
under the three initialization conditions described above in Sec-
tion 2.3. We present four estimates of inter-run difference in
the F1-F2-F3 auditory space: Euclidian distance between the
production of vowel /a/, /k/, /i/ and root mean squared error
(RMSE) over the whole sequence /aki/.
Table 1: Variation of the results obtained in the auditory do-
main with different initializations of the optimization algorithm.
Distances (in Hz) for the separate targets [a], [k], and [i] and
RMSE for the complete trajectory.

Error Init. 2 vs. Init. 1. Init. 3 vs. Init. 1.

Max error at [a] 27.9 5.1
Max error at [k] 14.2 1.1
Max error at [i] 7.3 0.7
RMSE in [aki] 32.0 8.1

4. Discussion
Fig. 4 illustrates well that our OFC model is efficient: The in-
tended auditory targets are well reached; at the times that we
specified for achieving the targets, the variations in time of the
vertical and horizontal positions of the nodes in the palatal and
pharyngeal regions either become reversed or slow down, which
is consistent with a zero or a very small velocity (the obser-
vation of the velocity profiles, non represented here, confirm
this statement); the tongue shapes reached at targets are real-
istic, with a retraction and lowering of the tongue for /a/, a
bunching and elevation of the tongue in the velar region for /k/
and a protrusion and elevation of the tongue for /i/; the transi-
tions in the F1-F2 plan (and in the F2-F3 plan non represented
here) are consistent with experimental observations from hu-
man subjects. We also observe that the articulatory trajectories
are curved and globally describe a forward loop in the velar re-
gion, in the /aki/ sequence, as observed in several experimental
studies (see [21] for a summary). However, the observation of
the time variations of the positions in the palatal and pharyn-
geal regions reveals that the targets are not hold when they are
reached. The zero or close to zero velocity does not hold for
long. As a consequence the duration of the produced vowels is
in general much shorter than the durations usually observed in
humans.
Fig. 5 shows that the GEPPETO model does not reach all the au-
ditory targets, despite the fact that it was controlled on the basis
of the same target commands as the ones proposed by the OFC
model. In addition, the positions closest to the desired targets
are not reached within the specified time. In general we observe
a clear overshoot of the targets, both in the F1 (for /k/ and /i/)
and in the F2 direction (for /i/). Qualitatively we do not observe
relevant differences of the shape of the trajectories either in the
auditory F1-F2 plan or in articulatory sagittal plan. The compar-
ison of the time variation of the motor commands reveals that
the respect of time constraints on the achievement of targets is
due in the OFC model to a strong decrease, for a short duration,
of the λ commands of the muscles that are the agonists of the
corresponding movement (Hyoglossus for /a/, Styloglossus for
/k/, Posterior Genioglossus for /i/), which induces strong peaks
of activation for these muscles. This is clearly different from

the hypotheses underlying the EPH on which the motor control
model of GEPPETO is based. In addition the very low values
suggested by the OFC model for these agonist muscles induce
clear overshoot of the articulatory positions in the GEPPETO
model as shown in the tongue shapes reached for /k/ (with a
larger contact region between the tongue and the palate) and for
/i/ (for which we observe palatal contacts).
The comparison of Fig. 6 and Fig. 4 shows that the motor com-
mands inferred by the OFC model do not enable a satisfactory
reaching of the targets, either in time or in the auditory and ar-
ticulatory domains, when they are applied to the biomechanical
model. This is due to the inaccuracy of the LSTM model that
is used in the optimization process in the OFC model. Sur-
prisingly, while the LSTM provides a very good account of the
dynamics of the biomechanical model in our learning and test-
ing sets, its inaccuracy has strong consequences on the target
reaching when it is included in the optimization process. Fur-
ther tests are needed to thoroughly investigate the origins of this
phenomenon. In particular it will be important to assess whether
imposing a hold duration for the targets and avoiding strong
peaks of muscle activation in the OFC model can enable us to
reduce the consequences the inaccuracy of the internal model in
the optimization process.
Fig. 7 shows that the OFC model is able to nicely reproduce the
trends of coarticulation observed in human subjects: the tongue
shape reached for /k/ is more anterior in the anterior vocalic
context /iki/ than in the intermediate /ika/ and posterior /aka/
contexts. In addition, as expected the variation is larger when
the weight of the perceptual accuracy in the optimized cost is
smaller. The magnitude of the variation is smaller that the one
observed in human data (see [22]). Further investigations are
needed to more carefully assess this point, but the trend supports
the hypothesis that the OFC model can realistically account for
coarticulation phenomena.
Finally, Table 1 demonstrates the efficacy of the optimization
procedure, since the global variation of the results is limited
and within a range that prevent any perceptual inaccuracy.

5. Conclusion
The goal of this paper was to evaluate the role of optimality in
tongue trajectories during speech production, by comparing the
predictions of the more complex OFC model to an EPH model.
We observed that applying optimal control to a biomechani-
cal model does not significantly affect the main characteristics
of the articulatory trajectories, suggesting a main influence of
biomechanics in this regard. While the OFC model is able of
a better precision, and able to account for an effort-precision
trade-off, it is also sensitive to inaccuracy in internal model
specification. The use of LSTM networks for the internal model
is efficient compared to simple feedforward networks to handle
non-linearities in consonant production. It enables us to avoid
potential instabilities associated with feedback delays, which is
a clear perspective of this work. However, its inaccuracy can
generate errors in the articulatory and auditory domains. Future
work will further investigate this aspect of our OFC model.
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