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We report on low temperature susceptibility and magnetization measurements made on single
crystals of the recently discovered heavy-fermion superconductor UTe2 and compare the results with
the two ambient pressure ferromagnetic superconductors URhGe and UCoGe. Hysteresis curves in
the superconducting phase show a familiar diamond shape superimposed on a large paramagnetic
background. The Meissner state was measured by zero field cooling in small fields of a few Oe as
well as ac susceptibility measurements in small fields and resulted in 100% shielding, with a sharp
transition. However the field cooling Meissner-Ochsenfeld effect (expulsion of flux) was negligible
in fields greater than just a few Oe, but becomes nearly 30% of the perfect diamagnetic signal
when the field was reduced to 0.01 Oe. The critical current due to flux pinning was studied by ac
susceptibility techniques. Over the range in fields and temperature of this study, no signature of a
ferromagnetic transition could be discerned. The lower critical field Hc1 has been measured along
the three crystalographic axes, and surprisingly, the anisotropy of Hc1 contradicts that of the upper
critical field. We discuss this discrepancy and show that it may provide additional support for a
magnetic field-dependent pairing mediated by ferromagnetic fluctuations in UTe2.

Spin triplet superconductivity (SC) in itinerant ferro-
magnets close to the ferromagnetic (FM) – paramagnetic
(PM) instability was proposed four decades ago [1]. The
discovery of the coexistence of ferromagnetism and SC
in UGe2 opened the “rush” to a large variety of experi-
ments [2]. The strong first order nature of the FM – PM
transition under pressure at pc ≈ 1.6 GPa leads to SC oc-
curing only in the FM domain in the pressure range from
1.2 GPa to 1.6 GPa; the maximum of the superconduct-
ing temperature Tc is 0.8 K, but the Curie temperature
TCurie ≈ 30 K.[3]

The field was enriched by the discoveries of two am-
bient pressure superconducting ferromagnets, URhGe [4]
and UCoGe [5], with Tc = 0.25 K and 0.8 K, much lower
than the respective TCurie = 9.5 K and 2.7 K. The rapid
suppression of TCurie in UCoGe with pressure leads a the
PM ground state above 1 GPa with the persistence of SC
far above the critical pressure [6]. For both systems, the
weakness of the FM interaction means that transverse
magnetic fields (H) applied along the b axis, perpendicu-
lar to the easy magnetization axis c, of these orthorhom-
bic crystals gives rise to a spectacular field-enhancement
of SC [3, 7, 8].

The recent observation of SC in orthorhombic UTe2
[9, 10] at Tc = 1.6 K opens the possibility to study at
ambient pressure spin-triplet SC in a system with a PM
ground state located very close to a PM - FM instabil-
ity. UTe2 has the highest susceptibility [11] and strong
magnetic fluctuations [12] along the a axis. However, the
transverse field configuration with H ‖ b attracted the
most attention, due to the observation of a strong field-
induced reinforcement of SC on approaching the metam-
agnetic field Hm ≈ 35 T.[13–16] Most of the published

magnetization data in FM SC investigate the field depen-
dence of the FM interaction by longitudinal or transverse
field variation. [17–19].

In URhGe and UCoGe the respective FM sublattice
magnetization M0 = 0.4 µB and 0.07 µB per U-atom
produces an internal field of 800 G and 100 G far higher
than the estimated value of the lower superconducting
critical field Hc1 of a few gauss. Thus even at H = 0,
self-induced vortices should occur, as shown for example
in the magnetization studies on UCoGe [20].

In this Letter we report low temperature susceptibility
and magnetization measurements on two crystals of UTe2
(Tc = 1.5 and 1.6 K). The experiments concentrate on (i)
the persistence of the PM state well below Tc K, (ii) the
strength of the Meissner effect in field-cooled (FC) ex-
periments, (iii) the proof of a complete superconducting
screening in zero field cooled (ZFC) magnetization mea-
surements, (iv) the determination of Hc1, and (v) the
determination of the London penetration depth and of
the the superconducting coherence length from Hc1 and
from the upper critical field Hc2. We compare the results
with the FM superconductors URhGe and UCoGe.[21]

All the measurements were made using two low-
temperature superconducting quantum interference de-
vice (SQUID) magnetometers developed at the Institut
Néel in Grenoble. A unique feature of the setup is that
absolute values of the magnetization can be measured us-
ing the extraction method in a field range from 0.01 Oe
up to 8 T (for details see the Supplemental Material [21]).

Figure 1 shows hysteresis loops for UTe2 measured at
100 mK and 1 K below Tc, and at 1.5K in the normal
phase for UTe2 with the field direction along the easy
magnetization a axis. The slope of the initial magneti-
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FIG. 1. Magnetization vs field for UTe2 (sample 1) at 100 mK
and 1 K below Tc, and at 1.5 K just above Tc in the normal
state with the field along the a axis (easy axis). The insert
shows the magnetization of UTe2 (blue) at 1.5 K, URhGe
(red) at 500 mK and UCoGe (black) at 600 mK, i.e. just
above their respective Tc in the normal state, with the field
along the easy axis.

zation [also shown later more clearly in Fig. 4(a)] corre-
sponds to 100% shielding. The insert of Fig 1 compares
UTe2 at 1.5K to the two FM superconductors URhGe
and UCoGe, with the field applied along their easy c
axis, at 500 mK and 600 mK above their respective su-
perconducting states, but far below their respective Curie
temperatures. The spontaneous moment of both ferro-
magnetic superconductors appears clearly, however, it is
not a saturated moment: M(H) keeps growing with in-
creasing field. Although there is no spontaneous moment
for UTe2, the PM magnetization increases quickly and
becomes larger than in UCoGe at about 1 T, and then
greater than in URhGe above 7 T.

The hysteresis loops for UTe2 have a familiar supercon-
ducting diamond shape which is superimposed on a very
large PM background response. More hysteresis loops
taken close to Tc are shown in Fig. S5 in the Supple-
mental Material, as well as a comparison with UCoGe in
Figs. S6 and S7. In contrast to UCoGe where the super-
conducting and FM signals are fused together with the
FM response dominating [20], our measurements of UTe2
over the full temperature and field range show that there
is no hint of FM behavior down to 80 mK in agreement
with muon spin rotation (µSR) experiments.[22]

In Fig. 2(a) the dc susceptibility M/H is plotted
against temperature for various applied fields ranging
from 0.01 to 200 Oe. Each curve was made by first zero-
field-cooling (ZFC) the sample. A dc field was then ap-
plied and the sample was slowly warmed above Tc, after
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FIG. 2. (a) M/H vs T of UTe2 (sample 1) for various ap-
plied fields ranging from 0.01 to 200 Oe from zero-field-cooled
(ZFC) and field-cooled (FC) measurements. (b) The percent
Meissner-Ochsenfeld effect (expulsion of flux) plotted against
the applied field for UTe2 (red points) and for UCoGe (blue
points). Note that the field range in UCoGe cannot extend be-
low 100mT as the sample needs to be mono-domain. Over the
comparable field range, the expulsion of flux is much greater
in UCoGe.

which it was re-cooled in the same field, giving the field-
cooled (FC) curve. In small dc fields the value of the
ZFC susceptibility corresponds to 100% shielding of the
field (when demagnetization corrections are made), and
the transition is sharp. As the fields are increased, the
transition becomes broader and shifts to lower temper-
atures. The FC susceptibility shows that the Meissner-
Ochsenfeld effect (the reversible expulsion of flux as the
sample is field-cooled and warmed through Tc) for fields
greater than a few Oe is negligible. However for very
small fields, the effect becomes more important, reaching
about 30% expulsion in a field of 0.01 0e.

We compare this last result to UCoGe along the easy
axis in Fig. 2(b). There are important differences. First,
the internal fields that are present in UCoGe, of the
order 50-100 G, are much greater than Hc1, and as a
result UCoGe is always in the mixed state, and never
achieves 100% shielding. In addition, to measure the
Meissner-Ochsenfeld effect in UCoGe means taking into
account hysteresis and a coercive field such that the ap-
plied field has no meaning while the sample is multi-
domain [20]. Nevertheless, a typical value of the percent
expulsion of the flux from UCoGe compared to its ef-
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FIG. 3. Current density Jc derived from the critical state
model vs temperature for UTe2 (sample 2) measured along
the a and b axes, and for UCoGe along the c axis. The solid
round points are data derived from the imaginary part of ac
susceptibility, and the open square points are data derived
from the remanent magnetization (discussed in the Supple-
mental Material).

fective shielding would be about 3% expulsion at 50 Oe,
which decreases with increasing field. Although small,
this is much greater than the Meissner-Ochsenfeld effect
observed in UTe2 in the same field range as can be seen
in Fig. 2(b). The other remarkable feature observed in
Fig. 2(b) is the non-saturating rate of increase of the
Meissner effect down to fields as low as 0.01 Oe in UTe2:
if any internal field exists due to a weak FM phase inside
the superconducting phase, the resulting dipolar field has
to be much smaller than 0.01 G, or in other words, the
ordered moment should be much smaller than 7·10−6 µB .

A strong hysteresis and a weak Meissner-Ochsenfeld
effect suggests strong flux pinning. To confirm this we
measured the ac susceptibility χ as a function of the ac
driving field: An example can be seen in the Supplemen-
tal Material Fig. S20 for the b axis. When flux begins to
enter the sample, χ′ and χ′′ of the ac susceptibility will
deviate from their 100% shielding values. The deviations
are linear in the applied driving field and the slopes are
proportional to 2/(JcD) for χ′, and 2/(3πJcD) for χ′′,
where Jc is the current density in the critical state model,
and D is the sample width, where we approximate the
sample shapes as slabs[23]. The resulting Jc(H) for UTe2
is plotted in Fig. 3, along with Jc for UCoGe measured
along the c axis. Clearly flux pinning is far greater in
UTe2.

The initial magnetization M vs H taken at various
constant temperatures is shown in Fig. 4(a). For each
curve, the sample was first ZFC. The blue dashed line is
a linear fit to the 100 mK data over a field range 0 - 10 Oe
The slope of this fit (when corrected for demagnetization
effects) corresponds to a susceptibility of −1/4π (−1 in
SI units) or 100% shielding of the magnetic field. For
a given temperature, as the field is increased, the curves
deviate from this slope, and this is an indication that flux
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FIG. 4. (a) Initial magnetization M vs H taken a various con-
stant temperatures for UTe2 (sample 1) with the field along
the a axis. The dashed line is a linear fit to the 100 mK data
at low fields, and represents 100% shielding. (b) Series of
minor hysteresis loops for sample 1 at 1.1 K where the mag-
nitude of the field was systematically increased in steps of 1
Oe, and then returned to zero to measure the point at which a
remanent magnetization begins to appear in the sample (the
remanent magnetization has been multiplied by 10). (c) The
remanent magnetizations is plotted as

√
Mr vs Hbefore for the

a axis for sample 1. The solid lines are linear fits to the data
above the cut-off line. (d) Hc1(T ) for UTe2 along the a axis
for sample 1 (red) and for sample 2 along the a (black), b
(blue) and c (green) axis after correcting for demagnetization
effects. The lines are guides to the eye.

is entering the sample becauseHc1 has been exceeded. As
can be seen in Fig. 4(a), due to the strong pinning, flux
enters the sample almost asymptotically and makes the
determination of Hc1 difficult. In addition, because the
samples used in this study are not perfect ellipsoids, the
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field enters the samples sooner around the edges due to
demagnetization effects, further obscuring the real Hc1.

A better way to determine Hc1 is to measure the re-
manent magnetization as shown in Fig. 4(b) and 4(c)
and discussed in detail in the the Supplemental Material.
Figure 4(b) is an example of a series of minor hystere-
sis loops at 1.1 K for sample 1 where the magnitude of
the field was systematically increased in small steps, and
then returned to zero to measure the point where flux
begins to enter the sample. While H < Hc1(T ) the cy-
cles are reversible. However, when Hc1(T ) is exceeded,
flux begins to enter the sample and the magnetization
deviates from the 100% shielding. When the field is then
returned to zero, half the flux remains trapped in the
sample, and a remanent moment Mr appears. According
to the Bean critical state model Mr ∝ H2

before, i.e. the
last field value before the field was reduced to zero and
the remanence was measured [24]. In order to estimate
Hc1, we modify the critical state model following [25] by
assuming two regimes: when Hbefore < Hc1, Mr = 0 and
when Hbefore > Hc1, Mr ∝ (Hbefore −Hc1)2.

In Fig. 4(c) we plot an example of the remanent mag-
netizations for sample 1 as

√
Mr vs Hbefore. The solid

lines are linear fits to the high field data above the cut-off
line, thus omitting the low field values where we expect
rounding to occur. The intercept gives Hc1.

In Fig. 4(d) Hc1 along the a axis is plotted versus tem-
perature for sample 1, and for sample 2 for the a, b and
c axes, where Hc1 has been corrected for demagnetiza-
tion effects: Both samples have a platelet shape, with
the field applied parallel to the platelet, except for the
c axis measurements which was performed perpendicular
to the surface. We estimate the value of Hc1 at T = 0 to
be 14 Oe along the a and c axis, and 24 Oe along the b
axis.

We have also studied Hc2 along the a axis using bulk ac
susceptibility as shown in Fig. S21 of the Supplemental
Material and we found Hc2(0) = 5.4 T along the a axis, in
good agreement with published resistivity measurements
[9, 10].

However, a comparison of Hc1 and Hc2 data reveals a
major inconsistency. Indeed, close to Tc in the Ginzburg-
Landau (GL) regime, the anisotropy of Hc1 should be
opposite to that of Hc2 as Hc1Hc2 = H2

c (lnκ + 0.49),
where Hc is the (isotropic) thermodynamic critical field
and κ = λ√

2ξ
the anisotropic GL parameter. Hence, ne-

glecting the anisotropy of κ due to the logarithm, with
Hb

c2 > Ha
c2 ≈ Hc

c2, one expects Hb
c1 < Ha

c1 ≈ Hc
c1. In

contrast, Fig. 4(c) shows that the relative anisotropies
anticipated from Hc2 are wrong in all directions. Quan-
titatively, this is a major effect, as the measured Hc1

anisotropy between a and (b, c) is a factor 3, whereas the
Hc2 anisotropy between (a, c) and b is between 3 and 5,
depending on the measurements notably for H ‖ b (see,
e.g., Ref. 10). [15, 16]

Such a large discrepancy calls for an explanation. Mea-

surement errors of Hc1 for H ‖ b might come from
stronger pinning in this direction. The critical current
has been found indeed twice as large for H ‖ a, see
Fig. 3(b), but it is very unlikely that it could explain a
factor of 10 error between the two directions. The sam-
ple geometries are also similar in both cases, excluding
an explanation through a bad estimation of the demag-
netisation corrections.

So the next step is to question the estimate of Hc1

from the relations with the GL parameter: for single
band s-wave superconductors, these relations hold even
in very anisotropic cases (see e.g. [26]). However UTe2
is most likely p-wave, multigap (like most other heavy-
fermion superconductors) and topological [27]. The last
feature, implying the existence of low energy surface
states might influence pinning, but if it has any influ-
ence on the determination of Hc1, it should also be re-
flected in the critical current measurements. More inter-
estingly, the multigap character (or the nodal gap struc-
ture [28] for one-dimensional (1D) irreducible represen-
tations) has been shown, theoretically (e.g., Ref. 29) and
experimentally (e.g., Ref. 30) to induce strong deviations
of the anisotropy of the critical fields from the estima-
tions through the GL parameter: But this holds at low
temperature, not close to Tc.

Last, several works have reported double transitions in
their UTe2 crystals at zero pressure [31, 32]. Note how-
ever that Hc1 and Hc2 measurements are only sensitive
to the upper transition, until both transition eventually
cross under field, which does not happen below 8 T ac-
cording to Ref. [32]. Hence, whatever the origin of this
double transition (intrinsic or due to inhomogeneities), it
cannot help to understand the reported anomalous rela-
tive anisotropies of Hc1 and Hc2.

A possible explanation for the puzzling anisotropy of
Hc1, which cannot be completely ruled out, is a low-field
change of slope of Hc2. This is suggested for example
by specific heat measurements [33], which find a weak
anisotropy between a and b axis due to a strong curva-
ture of Hc2 along a (hence a much larger slope at low
fields), but still a smaller slope along the c axis. This
may partially help to reduce the discrepancy between a
and b anisotropies of Hc1 and Hc2, but is still not enough
to explain the Hc1 result, requiring Ha

c2 � Hb
c2 ∼ Hc

c2.

A key to understanding this anomalous anisotropy
might be to take into account that the pairing mechanism
in UTe2 can be tuned by a magnetic field [9, 15], a mech-
anism inducing a change of slopes of Hc2 [18, 19], which is
not taken into account by GL. A field-dependent pairing
induces a field dependence of the “bare” critical tem-
perature Tc(H) that is independent of the mixed state
formation, as well as of the Fermi velocities (vF )[19].
Hence, with field-dependent pairing, both critical fields
are functions of field (through Tc and vF ) and tempera-
ture and it is easy to show that the measured slope at Tsc
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is: dHci

dT =

(
∂Hci
∂T

)
H

1+ dTsc
dH

(
∂Hci
∂T

)
H

. Here,
(
∂Hci

∂T

)
H

is the “usual”

slope defined for field-independent pairing, for which GL
relations should hold. This relation between the mea-
sured dHci

dT and ∂Hci

∂T shows that, because Hc1 is three to
four orders of magnitudes smaller than Hc2, corrections
due to dTsc

dH should be negligible on Hc1, which should

reflect the true bare anisotropies. A dTsc

dH ≈ −0.1 T/K

for H ‖ a and +0.1 T/K for H ‖ b, (assuming dTsc

dH ≈ 0
for H ‖ c) could reconcile the lower and upper critical
field measurements (see Supplemental Material for more
details [21]).

To summarize, the surprising contradiction between
lower and upper critical field anisotropies can be under-
stood as a manifestation of the strong field dependence
of the pairing strength in UTe2, which is strongly sup-
pressed along the easy axis and boosted along the hard
b axis. Moreover, this is an indication that pairing is
suppressed by field along the easy axis in this system, an
effect comparable to, although weaker than in UCoGe
[18, 19], which can be seen as additional support for fer-
romagnetic fluctuations mediated pairing.

Moreover, from our very low-field measurements of the
Meissner state, we can put an upper limit to any FM or-
dered moment above 100 mK of 7×10−6 µB in UTe2. Re-
stricted Meissner-Ochsenfeld expulsion is coherent with
the observed strong pinning. A possible link between the
present strong pinning and singular topological proper-
ties of the superconducting phase deserve to be clarified.
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and Y. Ōnuki, J. Phys. Soc. Jpn. 75, 116 (2006),
https://doi.org/10.1143/JPSJS.75S.116.

[12] Y. Tokunaga, H. Sakai, S. Kambe, T. Hattori, N. Higa,
G. Nakamine, S. Kitagawa, K. Ishida, A. Naka-
mura, Y. Shimizu, Y. Homma, D. Li, F. Honda,
and D. Aoki, J. Phys. Soc. Jpn. 88, 073701 (2019),
https://doi.org/10.7566/JPSJ.88.073701.

[13] A. Miyake, Y. Shimizu, Y. J. Sato, D. Li, A. Naka-
mura, Y. Homma, F. Honda, J. Flouquet, M. Toku-
naga, and D. Aoki, J. Phys. Soc. Jpn. 88, 063706 (2019),
https://doi.org/10.7566/JPSJ.88.063706.
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In this Supplemental Material we show complementary
data to those presented in the main article. Furthermore,
we give more details on the analysis of the anisotropies
of Hc1 and Hc2.

DETAILS ON THE SAMPLE GROWTH

The samples of UTe2 were synthesized at the CEA-
Pheliqs laboratory using chemical vapor transport. The
starting elements were 6N Te and pure depleted Ura-
nium, and the transport agent was Iodine (5mg/cm3),
flowing from the source at 1060◦ toward cold end at 1000◦

over a period of 10 days. The high quality of the samples
was checked by x-ray Laue patterns and SEM XR mi-
croanalysis. Sample 1 was studied along the a axis (easy
axis) and had a RRR= 16. Specific heat measurements
on this sample show a very sharp superconducting tran-
sition at Tc = 1.5 K. Sample 2 was measured along the a
b and c axis and this sample has a Tc = 1.6 K. Details of
the sample preparations for URhGe and UCoGe can be
found elsewhere.[1]

DETAILS OF THE EXPERIMENTAL SETUPS,
SAMPLE SHAPES AND DEMAGNETIZATION

CORRECTIONS

The measurements were made using two low temper-
ature SQUID magnetometers developed at the Institut
Néel in Grenoble. Both magnetometers are equipped
with a miniature dilution refrigerator capable of cool-
ing samples below 80 mK. A unique feature of the setup
is that absolute values of the magnetization can be ob-
tained by using the extraction method, without heating
the sample. One magnetometer has an 8 T supercon-
ducting magnet. The second one has a smaller 0.4 T
magnet and is dedicated for low fields. The initial low
field environment for the second magnetometer is made
by using mu- metal shields outside the dewar to reduce
the earth’s ambient field to below 10 mG. A supercon-
ducting lead shield inside the dewar traps and stabilized
this field. An active shield placed just inside the super-
conducting shield and in series with main solenoid insures

that the field is never above a few Gauss near the lead
superconducting shield.
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FIG. S1. M vs H along the a axis for sample 1, taken at
80 mK (blue) and 1 K (red). The dashed line is a fit to the
80 mK data for points less than 10 gauss, giving an applied
susceptibility M/Happlied = −0.094 emu/cm3. The rough
shape of sample 1, and the direction of the applied field are
shown, the sample thickness was approximately 0.4 mm.

Nevertheless when the applied field becomes greater
than 100 Oe or so, flux starts to become trapped in the
superconducting wire that makes up the solenoid and
in the superconducting flux transformer itself, and this
becomes more and more important the larger the field.
To minimize these effects, after each field change, the
flux transformer is pulse-heated to relieve the flux strain
and insure uniform field around the sample. If needed,
demagnetizing routines can reduce the trapped flux in
the solenoid to below 100 mG.

Notwithstanding, the best strategy for critical low field
measurements, as those shown in figure 2 and 4 is simply
to plan the experiments at the beginning of a run, and
make these measurements first, never increasing the field
above 100 Oe.

Figure S1 shows the initial magnetization curve for

ar
X

iv
:2

00
2.

12
72

4v
2 

 [
co

nd
-m

at
.s

tr
-e

l]
  3

0 
A

pr
 2

02
1



2

-10

-8

-6

-4

-2

0

0 20 40 60 80 100

M
  (

em
u/

cm
3 ) 

H  (Oe)

linear fit H<10 Oe

0.
9 

m
m

2.4 mm

66mK 900mK

b-axis

FIG. S2. M vs H along the b axis for sample 2, taken at
66 mK (blue) and 900 mK (red). The dashed line is a fit
to the 66 mK data for points less than 10 gauss, giving an
applied susceptibility M/Happlied = −0.109 emu/cm3. The
shape of sample 2 and the field direction are shown in the
figure. The sample thickness was approximately 0.3 mm
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FIG. S3. M vs H along the a axis (blue) and c axis (red) for
sample 2, taken at 80 mK. The red dashed line is a fit to data
for points less than 4 gauss giving an applied susceptibility
M/Happlied = −0.24 emu/cm3, the blue dashed line for data
for points less than 10 gauss giving an applied susceptibility
M/Happlied = −0.09 emu/cm3. Sample 2 broke while unglu-
ing and the width was reduced to approximately 0.55 mm,
the new shape and field directions are shown in the figure.

sample 1 measured at 80 mK and 1 K along the a axis.
Figures S2 and S3 show the initial magnetization curves
for sample 2 along the a, b and c axis. Both samples had
roughly the form of flat platelets as shown in the figures.
The mass of sample 1 was 6.88 mg, and the a axis was

along the long direction. Sample 2 had a mass of 6.6 mg,
and the b axis was along the intermediate direction. Be-
cause of the odd shapes, we can only estimate the value
of the demagnetization factor using ellipsoids or rectan-
gular shapes. Sample 2 was turned to measure along the
a and c axis but unfortunately a portion of the sample
broke off. The new mass was 3.9 mg, and the shape of
the sample is shown in figure S3 along with the initial
magnetization for the two directions.

From the slope of the initial magnetization curves
shown in S1 and S2 we find the apparent susceptibil-
ity to be - 0.094 and -0.109 emu/cm3 respectively for
the two samples. This would imply effective demagneti-
zation coefficients of Neffective=2 and 3.5 (Neffective=0.16
and 0.28 in SI units). The values are on the high side of
our rough estimates meaning the applied susceptibility is
also on the high side, and implies 100 percent shielding.
From figure S3 the initial slope of (the broken) sample 2
along the a and c axis gives apparent susceptibilities of
- 0.09 and -0.24 emu/cm3 respectively. This implies ef-
fective demagnetization coefficients of Neffective=1.4 and
8.4 (Neffective=0.11 and 0.67 in SI units).

We will use these effective demagnetization values
when correcting the data.

DETERMINATION OF THE THERMODYNAMIC
CRITICAL FIELD

The specific heat has been measured with a relaxation
method down to 100 mK in zero magnetic field on a dif-
ferent sample. The electronic specific heat, shown in
Fig. S4a) Cel = C − Cph − Cdiv has been determined
in the same way than in Ref. 2 by subtracting a phonon
contribution (Cph ∝ T 3) and a small to low tempera-
tures diverging term Cdiv ∝ T 1−α. The dashed line is
the expected normal state specific heat taking into ac-
count the entropy balance. Figure S4b) shows the tem-
perature dependence of the entropy in the normal and
superconducting state. The thermodynamic critical field
Hc can be extracted from the difference in the free en-
ergy ∆F = Fnorm − Fsc =

∫ Tc

T
∆S(T )dT = H2

c /2µ0 of
the normal state and the superconducting states. From
this analysis we find the isotropic thermodynamic critical
field Hc(0) = 0.0493 T.

HYSTERESIS LOOPS CLOSE TO THE
SUPERCONDUCTING TRANSITION

Figure S5 displays several minor hysteresis loops very
close to the superconducting transition Tc for sample 1
with the field applied along the a axis. Clearly, in the
superconducting state below Tc the magnetization shows
pronounced diamond shape indicating strong pinning on
top of a large paramagnetic background. Above Tc only
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In this Supplemental Material we show complementary
data to those presented in the main article.

DETAILS ON THE SAMPLE GROWTH

The samples of UTe2 were synthesized at the CEA-
Pheliqs Grenoble using chemical vapor transport. The
starting elements were 6N Te and pure depleted Ura-
nium, and the transport agent was Iodine (5mg/cm3),
flowing from the source at 1060◦ toward cold end at 1000◦

over a period of 10 days. The high quality of the samples
was checked by x-ray Laue patterns and SEM XR mi-
croanalysis. Sample 1 was studied along the a-axis (easy
axis) and had a RRR= 16. Specific heat measurements
on this sample show a very sharp superconducting tran-
sition at Tc = 1.5 K. Sample 2 was measured along the
b-axis (hard axis) and this sample has a Tc = 1.6 K. De-
tails of the sample preparations for URhGe and UCoGe
can be found elsewhere.[1]

DETERMINATION OF THE THERMODYNAMIC
CRITIAL FIELD
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FIG. S1. (a) Electronic specific heat Cel/T of UT2 as func-
tion of temperature. Cel = C − Cph − Cdiv has been de-
termined following Ref. 2 by substracting the phonon con-
tribution (Cph ∝ T 3) The dashed line is the expected spe-
cific heat in the normal state taking into account the en-
tropy balance. (b) Temperature dependence of the entropy
in the normal (extrapolated below Tc) and superconducting
state. (c) Temperature dependence of the thermodynamic
critical field Hc deduced from the difference in the free en-
ergy ∆F = Fnorm − Fsc =

� Tc

T
∆S(T )dT = H2

c /2µ0.

FIG. S4. (a) Electronic specific heat Cel/T of UT2 as func-
tion of temperature. Cel = C − Cph − Cdiv has been de-
termined following Ref. 2 by subtracting the phonon con-
tribution (Cph ∝ T 3) The dashed line is the expected spe-
cific heat in the normal state taking into account the en-
tropy balance. (b) Temperature dependence of the entropy
in the normal (extrapolated below Tc) and superconducting
state. (c) Temperature dependence of the thermodynamic
critical field Hc deduced from the difference in the free en-
ergy ∆F = Fnorm − Fsc =

∫ Tc

T
∆S(T )dT = H2

c /2µ0.

the paramagnetic signal is observed. No indication of any
ferromagnetic signal is detected.

In Fig. S6 we compare hysteresis loops for UTe2 at
1 K with that of UCoGe measured at 70 mK. The shape
of the hysteresis loops for UCoGe, while in the coex-
isting ferromagnetic and superconducting state, appears
to be dominated by the ferromagnetic response [3]. As
shown in Refs. 3 and 4 the characteristic diamond shape
of the magnetization of a type-II superconductor can be
obtained after the subtraction of the ferromagnetic con-
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FIG. S5. Series of minor hysteresis loops for UTe2 with the
field direction along the a axis at temperatures close to Tc.
The hysteresis loops have a pronounced diamond shape in-
dicating strong pinning. As the temperature approaches Tc,
the hysteresis loops collapse onto the relatively large param-
agnetic background. No ferromagnetic behavior is observed.
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FIG. S6. Hysteresis loops for UTe2 at 1 K compared with
UCoGe at T = 70 mK. The pure superconducting hysteresis
response of UTe2 is in contrast to UCoGe where the supercon-
ducting and ferromagnetic signals are fused together with the
FM response dominating [3]. In fact, at first glance UCoGe
does not look superconducting at all. However, the diamond
shape response for UCoGe can be revealed by subtracting the
hysteresis measured just above the superconducting transition
from the low temperature data [4].

tribution above the superconducting transition from the
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FIG. S7. Minor hysteresis loops for UTe2 measured at
800 mK, and UCoGe measured at 70 mK. Another way to
see the pure superconducting response for UCoGe is to mea-
sure minor hysteresis loops using fields smaller than the FM
coercive field as shown here. Also shown is a minor loop for
UTe2 but on vastly different scale. The form of these curves
can be nicely fitted using the Bean critical state model [5].

low temperature data. This gives clear evidence for the
coexistence of superconductivity and ferromagnetism in
UCoGe while in UTe2 no ferromagnetism occurs down to
the lowest temperatures. The pure superconducting re-
sponse for both compounds can be seen in Fig. S7 which
shows minor hysteresis loops. This time, for UCoGe, the
applied magnetic field was kept smaller than the ferro-
magnetic coercive field of the sample (∼ 10 Oe).

DETERMINATION OF LOWER CRITICAL
FIELD Hc1

When type-II superconductors have strong pinning,
flux enters the sample almost asymptotically, as seen in
figures S1, S2 and S3. This makes determination of
Hc1 difficult. In addition, because the samples used in
this study were not perfect ellipsoids, the field enters the
sample sooner around the edges due to demagnetization
effects, further obscuring the real Hc1. To overcome this
problem, different methods were tried in order to best
determine the lower critical field Hc1.

The method used for the data shown in Fig. 4d in
the main text is based on measurements of the remanent
magnetization Mr, and is outlined below and demon-
strated in the plots. Using the remanent magnetization
when searching for Hc1 with bulk measurements has ad-
vantages. Normally when using the magnetization, one
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FIG. S8. An example of a series of increasing minor hysteresis
loops taken at 1.1 K used for the determination of Hc1 along
the a axis. This data was taken by first zero field cooling the
sample to 1.1 K. Then a field of 1 Oe was applied, the magne-
tization was measured, the field was removed, the magnetiza-
tion was measured, the field was reversed to -1 Oe, measured,
then returned to zero and Mr was measured. The field was
then increased to 2 Oe, then back to zero, then to -2 and back
to zero and so on, measuring Mr at each field change, and sys-
tematically increasing the hysteresis loops by 1 Oe steps up to
20 Oe. While H < Hc1 the cycles are reversible, and there is
no remanent magnetization detected when the field is reduced
to zero. However, when Hc1 is exceeded, then flux begins to
enter the sample and the magnetization deviates from the
100% shielding. When the field is returned to zero, one half
of the flux is trapped in the sample, and a remanent magneti-
zation appears (in the plot it has been multiplied by 10). The
procedure was repeated for different constant temperatures.

subtracts off the linear part, and the difference is used to
observe Hc1. At high fields this means that we are sub-
tracting two large numbers in order to extract a small dif-
ference. This is not necessary when using the remanent
magnetization. In addition the remanent magnetization
is measured in zero field, hence with less noise, so that
higher SQUID gains can be used. Nevertheless we also
show here that using M vs H can give the same result.

An example of the method used to measure the re-
manent magnetization is shown if figure S8 for sample
1 along the a axis at 1.1 K. The plot shows a sequence
of ever increasing hysteresis loops, in steps of 1 Oe, and
the resulting remanent magnetization when the field is
reduced to zero. Figure S9 shows the results of measure-
ments of the remanent magnetization made at various
constant temperatures, plotted in the figure as a func-
tion of Hbefore, i.e. the last field value before the field
was reduced to zero and the remanence was measured.

According to the Bean critical state model (here for
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FIG. S9. Remanent magnetization along the a axis measured
at various temperatures vs Hbefore. The remanent magneti-
zation was measured in zero field as shown in S8, but it is
plotted in the figure as a function of Hbefore, i.e. the last field
value before the field was reduced to zero and the remanence
was measured.

a slab-shaped sample), when flux enters a type-II super-
conductor, the deviation from perfect screening is ∝ H2:
−4πM = H −H2/2H∗ and it retains this flux when the
field is removed, giving rise to a remanent magnetization
4πMr = H2

before/4H
∗, where H∗ = πJcD/5 using prac-

tical units: H in Oe, D the thickness of the slab in cm,
and Jc the critical current i.e the current that impedes
the field from penetrating into the sample, in A/cm2.

In order to make use of these ideas to estimate Hc1,
we assume two regimes above and below Hc1:

• if H < Hc1:

4πM = −H
4πMr = 0

• and when Hc1 < H < H∗:

4πM = −H + (H −Hc1)2/2H∗

4πMr = (Hbefore −Hc1)2/4H∗

We focus on the last equation for Mr, and ignoring de-
magnetization corrections for the moment consider three
ways to exploit this relation to analyze the data shown
in Fig. S9:

1) We can plot the data vs H2
before as shown in Fig. S10,

and then fit it to (Hbefore −Hc1)2.
2) We can plot the data as Mr/Hbefore vs Hbefore, and

fit the data to (Hbefore−Hc1)2/Hbefore as shown in figure
S11.

3) We plot the data as
√
Mr vs Hbefore, and simply fit

the data using a linear fit as shown in Fig. S12.

The three fitting procedures give more or less the same
result, however fitting the data to (Hbefore−Hc1)/Hbefore

is more robust at lower fields as shown in figure S13.

Figure S14 is an example of data from the second sam-
ple measured along the b axis at 66 and 900 mK. The
square symbols are the magnetization data minus the
linear fit to the data at low field, (i.e. we subtract the
dashed line shown in Fig. S2 ). The circles are the rema-
nent data. The data are plotted as sqrt(M-linear part)
and sqrt( |Mr|) vs Hbefore. The solid lines are linear fits
to the data above the cut off. The figure shows that Hc1

determined from the magnetization M and from the re-
manent magnetization Mr are equivalent within ±1 Oe.

An example with demagnetization corrections is shown
in Figure S15 for data from the second sample measured
along the b axis at 66 mK. The data have been corrected
for demagnetization effects using the Neffective= 3.5 de-
termined from figure S2. The square symbols are the
magnetization data minus the linear fit to the data at low
field and the circles are the remanent data. The data are
plotted as (M -linear part)/Hi and |Mr|/Hi−before vs Hi

or Hi−before. Correcting for demagnetization effects gives
a critical field about 1.4 times larger along the b axis and
about 1.2 times larger along the a axis. The corrected
values are used in Fig. 4 of the main text.

The remanent magnetization for sample 2 measured
along c axis is shown in Figure S16 , plotted as sqrt(|Mr|)
vs Hbefore. The dashed lines are fits to the data above
the cut-off. Even for measurements perpendicular to the
slab, above the cut-off the field still penetrates to a very
good approximation as (H −Hc1)2. However we expect
demagnetization corrections to be very important for this
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FIG. S10. A few of the curves from figure S9 plotted as Mr

vs H2
before, the square of the last field value before the field

was reduced to zero. The solid lines are fits to the data using
the form (Hbefore−Hc1)2. The data below the dashed cut off
line were not used in the fits.
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FIG. S11. Example of the same data plotted as remanent
Mr/Hbefore vs the absolute value of Hbefore. The solid lines
are fits to the data using the form (Hbefore −Hc1)2/H∗. The
data below the dashed cut off line were not used in the fits.

direction. To see this we plotMr for all three directions in
Figure S17 as sqrt(|Mr|) vs Hbefore, i.e. the applied field
with out demagnetization corrections, and in Figure S18
as sqrt(|Mr|) vs Hi−before, where Hi−before is the internal
field after correcting for demagnetization effects. As can
be seen in the figures, the corrections for the a and b
axis are modest, but for the c axis where the field was
perpendicular to the slab-shape sample, the corrections
are very important, more than doubling the apparent
field.

The two parameters used to fit the data are Hc1 and
1/2H∗ for the magnetization or Hc1 and 1/4H∗ when
using Mr. 1/2H∗ and 1/4H∗ (roughly the slope of the
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FIG. S12. The data plotted this time as
√
|Mr| vs absolute

value of Hbefore. The solid lines are linear fits to the data
above the dashed cut off line. From this figure Hc1 can be
seen as the intersection of the linear fits with the x axis.
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FIG. S13. Example of the sensitivity of fits for Hc1 vs the
cutoff field used for the fits, at 80 mK and 800 mK for the a
axis.
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FIG. S14. Plot of the square root of the magnetization
minus the linear fit to the data at low field vs H compared to
the

√
|Mr| vs Hbefore. This is data from the second sample

measured along the b axis. The solid lines are linear fits to the
data above the cut off. The figure shows that Hc1 determined
from the magnetization M or the Mr are equivalent.

points at high field) are inversely proportional to the crit-
ical current Jc. From the figure it can be seen that the
remanent slope is approximately 1/2 the slope found from
the magnetization, as it should in accordance to the crit-
ical state model outlined above. Figure S19 shows ex-
amples of remanent magnetization for the second sample
along the b axis at several temperatures plotted as Mr/Hi

vs Hi. In this way we have used the values of the fit of the
remanent magnetization to calculate Jc as a function of
temperature, and this is reported in figure 4 of the main
text along with values obtained from the ac susceptibility.
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FIG. S15. The same data for the second sample along the
b axis at 66 mK as shown in figure S14, but here plotted as
Mr/Hi or (M − linear)/Hi, vs Hi, where Hi is the internal
field after correcting for demagnetization effects. From the
figure it can be seen that the remanent slope is approximately
1/2 the slope found from the magnetization, as it should in
accordance to the critical state model.
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FIG. S16. The remanent magnetization for sample 2 mea-
sured along c axis plotted as sqrt(|Mr|) vsHbefore. The dashed
lines are fits to the data above the cut-off. Even for mea-
surements perpendicular to the flattest dimension, above the
cut-off the field still penetrates to a very good approximation
as (H −Hc1)2.
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FIG. S17. Sample 2 measured along the a, b and c axis at
300 mK plotted as

√
|Mr| vs Hbefore (the low field points have

been cut for clarity). Without demagnetization corrections, a
much smaller value of Hc1 along the c axis would have been
obtained.
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FIG. S18. Same data as shown in figure S16 , but here plot-
ted as sqrt(|Mr|) vs Hi−before, where Hi−before is the internal
field after correcting for demagnetization effects. The correc-
tions for the a and b axis are modest, but for the c axis where
the field was perpendicular to what was left of the original
slab shape, the corrections more than double the apparent
field.
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FIG. S19. The remanent magnetization for sample 2, cor-
rected for demagnetization effects at several temperatures
plotted as Mr/Hi vs Hi. The solid lines are fits of Mr/Hi

against k(Hi −Hc1)2/Hi, where k = 1/4H∗ is inversely pro-
portional to the critical current. Hence the values of the crit-
ical current deduced from Mr reported in figure 4 of the main
text.

AC SUSCEPTIBILITY χ AND CURRENT
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-0.08

-0.06

-0.04

-0.02

0

0.02

0 20 40 60 80 100 120

 !
i  (

em
u/

cm
3 )

H
ac

 (Oe)

!'

!''

1.4K

1.3K

1.1K

800 mK

78 mK

1.4K
1.3K 1.1K 800 mK

78 mK

b-axis

(a)

FIG. S20. The real and imaginary parts of the intrinsic ac
susceptibility at 1.1 Hz vs the ac driving field Hac for UTe2
measured along the b axis. The data have been corrected for
demagnetization effects. When flux begins to enter the sam-
ple, χ′ and χ′′ of the ac susceptibility will deviate from their
100% shielding values. The deviations are linear in the ap-
plied driving field and the slopes are proportional to 2/(JcD)
for χ′, and 2/(3πJcD) for χ′′, where Jc is the current density
in the critical state model, and D is the sample width where
we approximate the sample shapes as slabs.[6]
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FIG. S21. (a) Real and imaginary parts of the susceptibility
vs temperature with various dc fields ranging from 0 to 5 T.
The ac driving field was 2 Oe rms at 5.7 Hz. The transition for
zero dc field is sharp at 1.5 K, and shifts to lower temperatures
as the dc field is increased. Just below the transition a peak
in the imaginary part of the susceptibility is observed. (b)
The upper critical field Hc2 defined by the ac susceptibility
vs field is shown as a function of temperature.

ANALYSIS OF THE ANISOTROPY OF Hc1 AND
Hc2

In the main paper, we explain that a field-dependent
pairing can influence the slopes of both Hc1 and Hc2 at
Tsc, and that this change can be expressed from the in-
duced derivative dTsc

dH :

dHci

dT
=

(
∂Hci

∂T

)
H

1 + dTsc

dH

(
∂Hci

∂T

)
H

(1)

However, the correction factor in the denominator will
be negligibly small for Hc1, as it is 3 to 4 orders of mag-
nitude smaller than Hc2. Hence, the slope of Hc1 at Tsc

is given by the usual expressions, and can be used to-
gether with the critical thermodynamic field to estimate,
for each crystallographic direction the bare GL parame-
ter κ (see expression 2). From the same GL relations,(
∂Hc2

∂T

)
H

can then be obtained.

Hc1 =
Hc√
2κ

(ln(κ) + 0.49)

Hc2 = Hc

√
2κ

(2)

Knowing
(
∂Hc2

∂T

)
H

, we can invert (1) to obtain the re-

quired values of dTsc

dH that could explain the difference
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with the measured values of Hc2. Table I reports these
values. Please note that in table I as well as in Tab. II,
the Ginzburg-Landau parameters as well as the coherence
length and penetration depth have been deduced from
the slopes of the critical fields at Tsc, not from their zero-
field values. Indeed, even though the Ginzburg-Landau
equations are valid only close to Tsc, it is more conve-
nient and hence the custom to deduce these values from
expressions related to their zero temperature values. This
is perfectly fine for single bands weak-coupling supercon-
ductors, but may become wrong for multigap, strong cou-
pling unconventional superconductors, which is certainly
the case in UTe2.

TABLE I. The first two lines are experimental data for the
slopes of the critical fields at Tsc. The slope of the ther-
modynamic critical field at Tsc is −5.7 · 10−2 T/K. The GL
parameter κ has been deduced from Hc1 and Hc accordind to
(2), and then

(
∂Hc2
∂T

)
H

(T/K) from these values and the same
equations. The required field dependence of the critical tem-
perature, (arising from the field dependent pairing), so as to
match

(
∂Hc2
∂T

)
H

with experimental data for
(
dHc2
dT

)
is deduced

from (1).

H ‖ a H ‖ b H ‖ c
dHc1
dT

(T/K) −1.13 · 10−3 −3.3 · 10−3 −3.8 · 10−3

dHc2
dT

(T/K) -6.6 -20 / -35 -6.6
κ from Hc1 & Hc 200 55 45(

∂Hc2
∂T

)
H

(T/K) -16 -4.4 -3.6
dTsc
dH

(K/T) -0.089 0.2 0.125

However, as explained in the main text, the absolute
values of Hc1 are strongly dependent on the criteria cho-
sen to determine the first flux penetration, and they are
probably less reliable than the anisotropy between the
different directions. So we also did the same calculation,
but renormalizing all Hc1 values so as to obtain a vanish-
ing dTsc

dH at Tsc for H ‖ c. Indeed, physically, it is expected
that the c axis is more or less ”inert”, or at least, much
less sensitive to field dependent pairing as the easy a axis,
where strong suppression might occur like in ferromag-
netic superconductors [7, 8], or as the b axis where the
metamagnetic transition at Hm ≈ 35 T induces strong
effective mass renormalizations [9, 10]. In order to ob-
tain a vanishing dTsc

dH for H ‖ c, we need that κ(H ‖ c)
matches the value given by the measured Hc2 in this di-
rection, hence κ(H ‖ c) = 82. The required correction
factor on Hc1 is 0.63, leading to new values for κ and dTsc

dH
reported in table II. We have also put in the table the
characteristic length scales of the superconducting state
(coherence length ξ0 and London penetration depth λL),
deduced from the zero field Fermi velocities and from
the GL parameters (κ = λL√

2ξ
) of table II: we give both

these length along each crystallographic direction (ξi, λi),
which depend on the average Fermi velocity in this di-
rection, and for each field direction (ξ(H ‖ i), λ(H ‖ i)),

remembering that the electromagnetic response depends
on the average lengths perpendicular to the field. If we
want to compare λL to published measurements [2] per-
formed at low temperature and for very low fields H ‖ c:
λL ≈ 950−1200 nm, then we should use, rather than the
slopes, the value of Hc

c1(0) and of κ along c, as the tem-
perature dependence of Hc1 along this direction is very
anomalous. From these data, we extract λL ≈ 1300 nm,
a fairly reasonable agreement.

TABLE II. The first line is experimental data for the slope of
Hc1 at Tsc, renormalized by 0.63 so as to obtain no corrections
on the slope of Hc2 for H ‖ c (see text). All other figures
where then deduced as explained in the caption of table I.

H ‖ a H ‖ b H ‖ c
dHc1
dT

(T/K) −0.75 · 10−3 −2.1 · 10−3 −2.4 · 10−3

dHc2
dT

(T/K) -6.6 -20 / -35 -6.6
κ from Hc1 & Hc 336 98 82(

∂Hc2
∂T

)
H

(T/K) -27 -7.9 -6.6
dTsc
dH

(K/T) -0.11 0.1 0
ξi (nm) 14 4.2 3.5
λi (nm) 490 1670 2000

ξ(H ‖ i) (nm) 3.85 7.1 7.8
λ(H ‖ i) (nm) 1830 990 905

The truth might lie between these two extremes, but in
order to discuss ”quantitatively” the consequences of this
analysis, we chose to focus on the more physical figures
of table II. In any case, it is naturally required that the
anisotropy of Hc2, if it was controlled only by the zero
field values of Tsc and the Fermi velocities would be oppo-
site to those measured experimentally, with Hb

c2 slightly
smaller than Hc

c2, and a very large Ha
c2 (of order the mea-

sured values for Hb
c2). This would arise from the field

dependent pairing, and using the same model as for the
ferromagnetic superconductors [7] and already applied to
UTe2 [11, 12], we can calculate how the strong coupling
parameter λ should vary in the three directions in or-
der to reproduce the measured values of Hc2 reported in
[11, 12], starting from the zero field parameters of table II

This is shown on Fig.22, together with previous results
on UCoGe and URhGe [7]. Hence, the astonishing con-
clusion that it is the field dependence of the pairing which
reverses the anisotropy of Hc2 between a and b axis, is
less surprising when translated in terms of field depen-
dence of the strong coupling parameter λ: this field de-
pendence, and notably the strong suppression of λ along
the easy axis, is similar to what we expect in URhGe and
much weaker than what we observe in UCoGe. Only the
strong increase of λ for H ‖ b axis is very different in
UTe2, but this is also consistent with the specific heat
(Cp) measurements [9, 10], which do show a strong in-
crease of (Cp/T ) under field with a finite slope at zero
field.
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FIG. 22. Comparison of the field dependence of the strong
coupling constant λ in the different directions for URhGe
(blue), UCoGe (red) as published in [7] and UTe2 (green) as
deduced from Hc2 data [11, 12] and from the zero field Fermi
velocities, yielding the deduced values of

(
∂Hc2
∂T

)
H

reported
in table II. Squares: easy axis, circles: hard axis, diamonds:
intermediate axis
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