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A Boundary Observer for Two Phase Heat Exchanger*

Mohammad Ghousein and Emmanuel Witrant

Abstract— In this work, we consider the estimation of the
thermodynamic properties (Pressure, Enthalpy, Temperature)
and mass flow rates along the pipes of a concentric heat
exchanger tube in which we have CO2 as the working refrig-
erant. The transport phenomena are modeled using Navier-
Stokes equations in 1D for both hot and cold sides, where we
consider single and two phase flows. The estimation is done
with a PDE observer that uses measurements taken at the tube
boundaries to construct the required profiles along the tubes.
The convergence of this observer is proved using Lyapunov
analysis and the theoretical results are illustrated by numerical
simulations.

I. INTRODUCTION

Heat exchangers are devices used to exchange energy
between fluids. They are part of any refrigeration (cooling or
heating) cycle and they are used in many industrial domains
like food production, chemical plants, oil refineries, etc.. The
basic motivation of this work is the cooling of the silicon
detectors at CERN. In fact, the new generation cooling
systems for detector applications have a reduced mass and
include significant cost reduction in the areas of mainte-
nance, repair, and overall operating costs. Recent studies
(see e.x. [1]) show that evaporative CO2 cooling is ideal for
this purpose as they need smaller tubes than conventional
systems. Also, in comparison with fluoro-carbons (C2F6,
C3F8, R134a) refrigerants, CO2 seems to have the high heat
transfer capability which is extremely important from an
energy management point of view. CO2 itself is a greenhouse
gas, however, studies show that the impact of HFCs on global
warming is up to 6,000 times higher than CO2. Thus, the idea
of using CO2 in cooling is now developing.
We consider a concentric tube CO2 heat exchanger as
the evaporator system. Energy flows from the inner tube
(hot liquid CO2 fluid) to the outer tube (cold two-phase
liquid+gas CO2 fluid) through the wall interface. The two-
phase physical state is characterized by the change of density
of the moving flow while keeping it’s saturation tempera-
ture approximately constant. The control and supervision of
such refrigeration unit is vital in order to have low energy
consumption rates while maximizing the heat transfer rates.
However, the evaporation phenomenon complicates the phys-
ical modeling since the full nonlinear conservation equations
(mass, momentum and energy conservations) are considered,
with the presence of time varying transport speeds and
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uncertain heat transfer and friction coefficients. In addition,
states measurements are only available at the inlet and outlet
of the tubes while the full distributed state may be required
by the designed control law. For this purpose, we build
a boundary observer that reconstructs the thermodynamic
profile (enthalpy, pressure, mass flow rate) for each flow by
only measuring the thermodynamical states at the extremities
of the system.
The transport phenomena and the exchange of heat on both
hot and cold sides is modeled using 1D Navier-Stokes equa-
tions. Our system then falls into the category of nonlinear
hyperbolic systems of balance laws. Engineering solutions to
the estimation problem is to discretize the system of PDEs
and then to use classical methods for finite dimensional
systems. However, in this case, vital information on the
system transient behavior is lost and the observability and the
controllability depend on the chosen discretization method.
This motivates us to extend the finite dimensional control
theory to the infinite case.
Hyperbolic systems are widely investigated in the control
community since they can model a wide class of physical
systems with important real applications (see e.g. Chapter 1
in [2]). Practically, boundary control and boundary observa-
tion of such systems is more realistic than distributed control
since actuators and sensors are usually placed at the extrem-
ities of the domain. The reader can find complete results
on boundary controllability and observability of quasilinear
hyperbolic systems in the book of [3]. Concerning boundary
control design, the authors in [2] dedicated an entire volume
to the study of boundary stabilization of 1D hyperbolic sys-
tems using dissipative boundary conditions (standard static
boundary output feedback). The main stability analysis is
based on choosing feedback gains that ensure exponential
convergence of a quadratic Lyapunov functional. Further-
more, backstepping boundary control design is extensively
addressed in the literature for hyperbolic systems. The main
idea of this method is the introduction of an invertible
Volterra transformation that maps the original system into
a target system with the desired stability properties (see e.g.
[4], [5], [6], [7]).
Boundary observers for hyperbolic systems are less investi-
gated in the literature. In [4], a boundary controller-observer
is designed for a 2×2 coupled linear hyperbolic system with
spatially varying coefficients using a backstepping approach.
Similar ideas for the general system can be found in [6]
and [7]. On the other hand, using a different and simpler
method, the authors in [8] designed a boundary observer
for n rightward convecting hyperbolic equations. The ex-
ponential convergence of this observer is proved using a
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Fig. 1. CO2 two phase heat exchanger

strict Lyapunov candidate. This result is extended by the
authors in [9] to one rightward and one leftward transport
PDEs for the plate heat exchanger. In this framework, our
contribution is a complete boundary state estimation of
the thermodynamic profile (pressure, enthalpy, mass flow
rate) along the length of a CO2 heat exchanger built using
concentric tubes that contain two-phase flows. The system
is modeled by three transport equations (mass, momentum
and energy) for both the hot and cold sides in order to
capture the necessary transients of the two phase regime. The
equations are then linearized around a chosen steady state
in the working ranges of interest. For the observer design,
we get the inspiration from [9], extended to the case of
three rightward and three leftward transport PDEs. Sufficient
conditions for the exponential convergence of the observer
are derived in form of a linear matrix inequality (LMI) and
a bilinear one by using a Lyapunov functional used in [10].
The paper is organized as follows: the problem description
is given in Section II, providing the physical model of the
two phase flows. The observer design with the estimation
convergence analysis is presented in Section III. Section IV
is dedicated to the simulation results for a toy model of a two
phase heat exchanger, where we address the robustness of the
observer to measurement noises. Some concluding remarks
are given in Section V.

II. PROBLEM DESCRIPTION

We consider the concentric tube heat exchanger shown
in Fig.1. This exchanger is a counter flow heat exchanger
in which hot and cold fluids flow in opposite directions to
maximize the heat transfer. The hot fluid enters in liquid
phase and leaves in liquid phase while the cold fluid enters in
two phase and leaves in two phase. The flow of heat Q(x, t) is
from the hot side to cold side through the wall interface. The
subscripts in/out denote inflow and outflow directions and
the superscripts H and C refer to the hot and cold channels.
The mathematical model is derived based on the following
assumptions:

• the flow is 1-D unidirectional (the hot fluid flows in the
positive x direction);

• the two phase flow is homogeneous i.e. liquid and gas
flow at the same velocity and they are in thermodynamic
equilibrium;

• the kinetic and potential energies of the flows entering
and leaving the tubes are neglected;

TABLE I
DEFINITION OF THE SYSTEM VARIABLES AND CONSTANTS. K = C (COLD

FLUID) , K = H (HOT FLUID)

Symbol Description Unit
ρk Density Kg/m3

Pk Pressure Pa
Hk Specific Enthalpy J/Kg
ṁk Mass flow rate Kg/s
Tk Temperature K
α Overall heat transfer coefficient W/m2 ·K
Ak Tube cross-sectional area m2

L Heat exchanger length m
D1,DH Inner,hydraulic tube diameter respectively m

fk Friction coefficient -

• the wall thickness is neglected (no wall dynamics) and
the heat transfer and friction coefficients are constant
and uniform;

• the heat exchanger is perfectly isolated and does not
exchange heat with its surrounding environment;

Based on the above assumptions, the heat exchanger dynam-
ics can be described by a set of first order hyperbolic partial
differential equations of balance laws (mass, momentum
and energy conservation) as follows, ∀x ∈ [0,1] (normalized
space):
- cold flow (two phase):

AC
∂ρC

∂ t
− 1

L
∂ ṁC

∂x
= 0 (1)

∂ ṁC

∂ t
− 1

L
∂

∂x
(

ṁ2
C

ρCAC
)− AC

L
∂PC

∂x
+

fCṁC|ṁC|
2DHρCAC

= 0 (2)

AC
∂ (ρCHC−PC)

∂ t
− 1

L
∂ (ṁCHC)

∂x
= πD1α(TH −TC) (3)

- hot flow (single phase):

AH
∂ρH

∂ t
+

1
L

∂ ṁH

∂x
= 0 (4)

∂ ṁH

∂ t
+

1
L

∂

∂x
(

ṁ2
H

ρHAH
)+

AH

L
∂PH

∂x
+

fHṁH |ṁH |
2D1ρHAH

= 0 (5)

AH
∂ (ρHHH −PH)

∂ t
+

1
L

∂ (ṁHHH)

∂x
=−πD1α(TH −TC) (6)

where the definition of all equations variables is given in
Table I.

Remark 1: We model the two-phase and single-phase
flows in the same way, ((1)-(3) are similar to (4)-(6)). The
reason is that CO2 in two-phase state has an important
characteristic: the ratio of liquid density to vapor density
(ρl/ρv) is small [11], this results in a homogeneous two
phase dynamics similar to the single-phase dynamics. How-
ever, the difference is in the calculation of thermodynamic
properties for each flow e.g. for two phase flows we have
the concept of quality q (0≤ q≤ 1):

q =
HC−Hsat

l
Hsat

v −Hsat
l



which is the ratio of liquid to vapor mass in a two phase
flow, Hsat

l and Hsat
v are the enthalpies of CO2 in the saturated

liquid and saturated vapor states respectively.
Most refrigeration cycles are studied on a Pressure-Enthalpy
diagram (P-H diagram); i.e. by knowing the pressure and
enthalpy of a fluid at time t, all the other thermodynamic
variables (temperature, density, quality, etc..) can be calcu-
lated by an equation called the Equation of State (EoS).
Considering:

W = [ṁH ,PH ,HH , ṁC,PC,HC]
T

as the state of system (1)-(6), we complete the model (1)-
(6) by the following equations of state for temperature and
density:

Tk = fk(Pk,Hk) (7)

ρk = gk(Pk,Hk) (8)

where k =C or k = H. The functions fk and gk are approx-
imated by first order Taylor expansion around the points of
saturation Psat

k ,Hsat
k in the working ranges of interest for the

pressure. These points (Psat
k ,Hsat

k ) correspond to the saturated
liquid state of the CO2 fluid.
The system (1)-(6) has boundary conditions of the following
form

W1(1, t) = ṁout
H (t),

W2(0, t) = Pin
H (t),

W3(0, t) = H in
H (t),

W4(0, t) = ṁout
C (t)

W5(1, t) = Pin
C (t)

W6(1, t) = H in
C (t)

(9)

and the initial conditions:

W (x,0) =W0(x) (10)

Synthesizing a distributed control law requires the complete
profile (P,H, ṁ) along the channels of the exchanger, i.e we
need to have access to these values at any instant and at
each position in space. This requires to place sensors at each
position which is costly and inefficient. A more reasonable
locations for the sensors is at the boundaries of the tubes.
As a result, we assume that we have all the input/output
measurements at the extremities (see Fig.1) and our objective
is to estimate the profile (P,H, ṁ) along the total length.

III. OBSERVER DESIGN

We first consider the linearization of (1)-(10) around the
steady state WS(x), such that:

W (x, t) =WS(x)+∆W (x, t) (11)

Using a Taylor expansion of order 1 we get the following
dynamics of the infinitesimal state ∆W (x, t):

∂t∆W +AS(x)∂x∆W +BS(x)∆W = 0 (12)

where AS(x), BS(x) are M6,6(R) steady-state matrices whose
entries are given in Appendix V. While our method is still
applicable with space-varying matrices, we take the average
value of the matrices AS(x), BS(x) over the hole domain [0,1]

just for the sake of technical simplicity in the calculations,
We then have that:

∂t∆W̄ + ĀS∂x∆W̄ + B̄S∆W̄ = 0 (13)

where ĀS and B̄S are the average values of AS(x) and BS(x),
respectively. The state ∆W̄ corresponds to the system (12)
with space-averaged matrices. Using (11), system (13) has
the following perturbed boundary conditions

∆W̄1(1, t) = ∆ṁout
H (t),

∆W̄2(0, t) = ∆Pin
H (t),

∆W̄3(0, t) = ∆H in
H (t),

∆W̄4(0, t) = ∆ṁout
C (t)

∆W̄5(1, t) = ∆Pin
C (t)

∆W̄6(1, t) = ∆H in
C (t)

(14)

with initial conditions

∆W̄ (0,x) = ∆W̄ 0(x) (15)

We know from the physics of the system that the matrix ĀS
is diagonalizble and it has 6 eigen-values (3 positive and
3 negative), since for each fluid we have mass and energy
flow in one direction and momentum in the reverse direction
(see e.x. [12]). As a result, system (13)-(15) is hyperbolic.
The controllability and observability of such system has been
proved in [3], hence we can build a boundary observer to
estimate the distributed thermodynamic profiles.

A. Observer architecture

We start by transforming the system (13)-(15) into the
characteristic form using a linear transformation T :

∆W̄ = T ∆Z, Λ = T−1ĀST, Σ = T−1B̄ST (16)

where Λ = diag{λ1..λ6} and Σ is arbitrary, where (λ1 >
0,λ3 > 0,λ5 > 0) and (λ2 < 0,λ4 < 0,λ6 < 0). Equation (13)
can then be written as:

∂t∆Z +Λ∂x∆Z +Σ∆Z = 0 (17)

Let us introduce the following notation:

∆Z = (∆Z+(x, t),∆Z−(x, t))

where ∆Z+ = (∆Z1,∆Z3,∆Z5) and ∆Z− = (∆Z2,∆Z4, ∆Z6).
The boundary conditions are transformed by (16) to the
following form

∆Z+(0, t) = M1∆Z−(0, t)+N1F1(t) (18)

∆Z−(1, t) = M2∆Z+(1, t)+N2F2(t) (19)

where M1, M2, N1, N2 are M3,3(R) calculated using the
transformation T and F1(t) = (∆Pin

H ,∆H in
H ,∆ṁout

C )T , F2(t) =
(∆Pin

C ,∆H in
C ,∆ṁout

H )T are the vectors of inputs. System (17)
has the following unknown initial conditions

∆Z(x,0) = ∆Z0(x) (20)

Our aim is to build the observer on the transformed dynamics
∆Z and then use the transformation T to construct the
estimated state for ∆W̄ . Denote by ∆Ẑ the estimated state
of ∆Z. Considering that only boundary measurements are
available i.e. y1(t) = ∆Z−(0, t) and y2(t) = ∆Z+(L, t), a



natural choice for the observer design is to set the dynamics
of the estimator as, ∀x ∈ [0,1]:

∂t∆Ẑ +Λ∂x∆Ẑ +Σ∆Ẑ = 0 (21)

with boundary conditions:

∆Ẑ+(0, t) = M1∆Z−(0, t)+N1F1(t)

−13×3L−(∆Ẑ−(0, t)− y1(t)) (22)

∆Ẑ−(1, t) = M2∆Z+(1, t)+N2F2(t)

−13×3L+(∆Ẑ+(1, t)− y2(t)) (23)

The inflow boundary conditions are thus corrected by the
error of the outflows boundaries, and the same is done
for the outflow observer boundaries, which are corrected
by the errors of the inflow boundaries. All the errors are
weighted by the observer gains L+ = diag{L1,L3,L5} and
L− = diag{L2,L4,L6}. 13×3 is the 3 by 3 ones matrix.

B. Global Exponential Stability (GES)

In this section, we prove the global exponential conver-
gence of the observer (21) with boundary conditions (22)-
(23). This is done by proving the exponential convergence of
the estimated error ε(x, t) = ∆Z(x, t)−∆Ẑ(x, t) towards zero.
Let us start by considering the error dynamics:

∂tε +Λ∂xε +Σε = 0 (24)

with the following boundary conditions:

ε
+(0, t) =−13×3L−ε

−(0, t)
ε
−(L, t) =−13×3L+

ε
+(L, t)

(25)

Definition 1: System (24)-(25) is said to be Globally
Exponentially Stable if there exist γ > 0 and C > 0 such that
for every initial condition ε0 ∈ L2((0,1);R6) the solution of
the system (24)-(25) satisfies:

|ε(t, .)|L2((0,1);R6) ≤Ce−γt |ε0|L2((0,1);R6) (26)
The GES of (24)-(25) can be inferred from the following
theorem.

Theorem 1: Consider the system of PDEs (24) with
boundary conditions (25). Suppose that there exist γ > 0,
µ ∈R, a positive definite matrix Q(x)> 0 and observer gains
L+ and L− such that for all x ∈ [0,1] we have:

Σ
T |Λ|−1Q(x)+ |Λ|−1Q(x)Σ−2µQ(x)≤−2γ|Λ|−1Q(x)

(27)
−q0

2 +αL2
2 αL2L4 αL2L6 0 0 0

∗ −q0
4 +αL2

4 αL4L6 0 0 0
∗ ∗ −q0

6 +αL2
6 0 0 0

0 0 0 −q1
1 +βL2

1 βL1L3 βL1L5
0 0 0 ∗ −q1

3 +βL2
3 βL3L5

0 0 0 ∗ ∗ −q1
5 +βL2

5

≤ 0

(28)
where q0

i and q1
i for i ∈ {1, . . . ,6} are the diagonal entries

of Q(0) and Q(1), respectively, α = q0
1 + q0

3 + q0
5 and β =

q1
2 +q1

4 +q1
6.

Then system (24) with (25) is (GES).

Proof 1: Consider the following Lyapuonv candidate,
similar to the one used in [10]:

V (ε) =
∫ 1

0
ε

T (x)|Λ|−1Q(x)ε(x)dx (29)

where µ > 0, |Λ|−1 = diag{1/|Λi|} and Q(x) =
diag{qie−sign(Λi)2µx} for all i ∈ {1, . . . ,6}.
Taking the time derivative of (29) we have:

V̇ =
∫ 1

0
∂tε

T |Λ|−1Q(x)εdx+
∫ 1

0
ε

T |Λ|−1Q(x)∂tεdx

=
∫ 1

0
(εT

Σ
T −∂xε

T
Λ

T )|Λ|−1Q(x)εdx+∫ 1

0
ε

T |Λ|−1Q(x)(Σε−Λ∂xε)dx

=
∫ 1

0
ε

T
Σ

T |Λ|−1Q(x)εdx+
∫ 1

0
ε

T |Λ|−1Q(x)Σεdx

−
∫ 1

0
∂xε

T
Λ

T |Λ|−1Q(x)ε + ε
T |Λ|−1Q(x)Λ∂xεdx

Noting that |Λ|−1Q(x) = Q(x)|Λ|−1 and |Λ|−1Λ = Ǐ6 =
diag[sign(Λi)], then

V̇ =
∫ 1

0
ε

T
Σ

T |Λ|−1Q(x)ε + ε
T |Λ|−1Q(x)Σεdx−∫ 1

0
∂xε

T Ǐ6Q(x)ε + ε
T Ǐ6Q(x)∂xεdx

(30)

Using the expansion: ∂x(ε
T Ǐ6Q(x)ε) = ∂xεT Ǐ6Q(x)ε +

εT Ǐ6Q(x)∂xε + εT

−2µQ(x)︷ ︸︸ ︷
Ǐ6∂x(Q(x))ε implies that

V̇ =−[εT Ǐ6Q(x)ε]10︸ ︷︷ ︸
≤0

+
∫ 1

0
ε

T (ΣT |Λ|−1Q(x)+ |Λ|−1Q(x)Σ−2µQ(x)︸ ︷︷ ︸
≤−2γ|Λ|−1Q(x)

)εdx (31)

The constraints (27) and (28) guarantee that V̇ ≤−2γV and
for t ∈ R+ we have V (ε(t, .) ≤ e−2γtV (ε0). To finalize the
proof, equation (29) implies that:

λmin|ε|2L2((0,1);R6)
≤V (ε)≤ λmax|ε|2L2((0,1);R6)

(32)

where (λmin,λmax) are the minimum and maximum Eigen
values of the matrix (|Λ|−1Q(x)) for all x ∈ [0,1], respec-
tively. We obtain the GES since:

λmin|ε|2L2((0,1);R6)
≤ e−2γtV (ε0)≤ λmaxe−2γt |ε0|2L2((0,1);R6)

⇔ |ε|L2((0,1);R6) ≤

√
λmax

λmin
e−γt |ε0|L2((0,1);R6)

(33)

which implies (26) and completes the proof.



IV. SIMULATION RESULTS

The performance of the proposed observer architecture is
evaluated by comparing the output of the system’s model
along with the results of the observer simulation. The vali-
dation scenario is done in the following order:

1) The nonlinear model (1)-(8) is simulated using the
finite volume method under constant boundary con-
ditions with toy values for the exchanger dimensions,
heat transfer coefficient and friction coefficients. All
the values are given in Table II:

TABLE II
NONLINEAR MODEL PARAMETERS

L = 18 m D1 = 12 mm D2 = 33.4 mm
fH = 15 fC = 30 α = 100 W/m2 ·K

W1(1, t) = 0.02 Kg/s W2(0, t) = 3 MPa W3(0, t) = 3 KJ/Kg
W4(0, t) = 0.02 Kg/s W5(1, t) = 2.2 MPa W6(1, t) = 200 KJ/Kg

2) Once the system (1)-(8) has reached the steady state
W S(x), the linearized averaged matrices ĀS and B̄S are
calculated by averaging AS(x) and BS(x) (see appendix
V) over the whole domain.

3) The matrices Λ and Σ are constructed using the
transformation T in (16), then (27) is solved using
the polytopic approach proposed by [10] to find the
matrix Q(x). The equation is solved for µ = 1.05 and
γ = 10−4 s−1

4) The bilinear Matrix Inequality (BMI) (28) is solved by
first ensuring that the diagonal elements are negative
and then adjust the gains to satisfy the BMI. The values
obtained are: L1 = 0.0092, L2 = 0.3276, L3 = 0.0104,
L4 = 0.2141, L5 = 0.0058 and L6 = 0.3943

After calculating all the parameters, we are in a position
to perform the simulation. We present here the worst case
scenario, i.e. the observer is simulated using far initial
conditions (linearization still valid) from the model with
the addition of additive Gaussian noises (signal to noise
ratio SNR=100) to the boundary measurements. We start the
model at the steady state W S(x) then we do a step decrease
of 15 KJ/Kg in the inlet hot enthalpy at T = 1000 s. The
observer is started at the following initial conditions:

Ŵ0(x) =W S(x)+∆Ŵ 0(x)

where the values of ∆Ŵ 0(x) are: ∆Ŵ 0
1 (x) = 10−3, ∆Ŵ 0

2 (x) =
50 KJ/Kg, ∆Ŵ 0

3 (x) = 0.15 MPa, ∆Ŵ 0
4 (x) = 10−3 Kg/s,

∆Ŵ 0
5 (x) = 50 KJ/Kg and ∆Ŵ 0

6 (x) = 0.15 MPa.
The simulated response is shown on Fig. 2 to 6. We can

see that the observer converges with some initial oscillations
despite of the measurements noises and far initial conditions.
We clearly observer on Fig.6 the convergence of the esti-
mation error to a minimum value determine by the noise
amplitude. The measurements noises are attenuated and we
can conclude that the proposed observer is reasonably robust.

V. CONCLUSIONS
We have proposed a boundary observer for the two phase

heat exchanger. The observer was built on the linearized dy-
namics of the 1D Navier-Stokes equations assuming constant
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heat transfer and friction coefficients. A Lyapunov approach
was used to derive sufficient conditions for the exponential
convergence of the estimation error and to calculate the
observer gains. An important future work for us is to
consider state dependent heat and friction coefficients, this is
more realistic specially when considering two phase flows.
Another interesting work would be to extend this approach
to quasilinear hyperbolic PDEs.

APPENDIX

Consider approximating the non-differentiable function
absolute (abs(x)) in the momentum equations (2)-(5) by a
differentiable function |x| ≈

√
x2 + ε for a very small ε > 0,

the nonlinear system (1)-(8) is linearized using first order
Taylor expansion around W S(x) and we have the following
steady state matrices:

• AS
1(x) is M6,6(R) with all zeros except the entities:

a12 = AH(
∂ρ

∂P |h)H , a13 = AH(
∂ρ

∂h |P)H , a32 = −AH ,
a21 = 1, a33 = AHρH , a45 = AC(

∂ρ

∂P |h)C,
a46 = AC(

∂ρ

∂h |P)C, a54 = 1, a65 =−AC, a66 = ACρC.

• BS
1(x) is M6,6(R) with all zeros except the entities:

b11 = 1
L , b21 = 2ṁH

LAH ρH
, b22 = AH

L −
ṁ2

H ( ∂ρ

∂P |h)H

LAH ρ2
H

, b23 =

− ṁ2
H ( ∂ρ

∂h |P)H

LAH ρ2
H

, b33 =
ṁH
L , b54 =− 1

L , b54 =− 2ṁC
LACρC

, b55 =

−AC
L +

ṁ2
C(

∂ρ

∂P |h)C
LACρ2

C
, b56 =

ṁ2
C(

∂ρ

∂h |P)C
LACρ2

C
, b66 =− ṁC

L .

• CS
1(x) is M6,6(R) with all zeros except the entities:

c21 = fH
(2ṁ2

H+ε)

2AH ρH
√

ṁ2
H+ε
−2 ṁH ρHx

AH ρ2
H

c22 = − fH
ṁH
√

ṁ2
H+ε( ∂ρ

∂P |h)H

2AH ρ2
H

− ṁ2
H ( ∂ρ

∂P |h)Hx

AH ρ2
H

+

2ρHxṁ2
H

( ∂ρ

∂P |h)H

AH ρ3
H

c23 = − fH
ṁH
√

ṁ2
H+ε( ∂ρ

∂h |P)H

2AH ρ2
H

− ṁ2
H ( ∂ρ

∂h |P)Hx

AH ρ2
H

+

2ρHxṁ2
H

( ∂ρ

∂h |P)H

AH ρ3
H

c31 = ( dH
dx )H

c32 = απD1(
∂T
∂P |h)H =−c63

c33 = απD1(
∂T
∂h |P)H =−c64

c35 =−απD1(
∂T
∂P |h)C =−c65

c36 =−απD1(
∂T
∂h |P)C =−c66

c54 = fC
(2ṁ2

C+ε)

2ACρC

√
ṁ2

C+ε

+2 ṁCρCx
ACρ2

C

c55 =− fC
ṁC

√
ṁ2

C+ε( ∂ρ

∂P |h)C
2ACρ2

C
+

ṁ2
C(

∂ρ

∂P |h)Cx

ACρ2
C
−2ρCxṁ2

C
( ∂ρ

∂P |h)C
ACρ3

C

c56 =− fC
ṁC

√
ṁ2

C+ε( ∂ρ

∂h |P)C
2ACρ2

C
+

ṁ2
C(

∂ρ

∂h |P)Cx

ACρ2
C
−2ρCxṁ2

C
( ∂ρ

∂h |P)C
ACρ3

C

c62 =−( dH
dx )C

( ∂ρ

∂P |h)H is the partial derivative of density with respect to
pressure at constant enthalpy for the hot flow. All other
partial derivatives are interpreted in the same sense.
The the two matrices AS(x) and BS(x) in (12) are computed
as: AS(x) = (AS

1(x))
−1BS

1(x) and BS(x) = (AS
1(x))

−1CS
1(x).

Note that AS
1(x) is always invertible for flows of varying

densities.
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