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Abstract—This paper presents a novel approach on the union of lane tracking/change via the use of a Reference Governor (RG). This is achieved by feeding a modification of the reference during lane-change, called “virtual” reference, to the pre-designed lane-tracking controller. The suggested methodology ensures reference is smooth enough so that the tracking controller does not overshoot and sustains fast convergence to the adjacent lane. The virtual reference is obtained as the solution of a convex optimization problem so that future closed-loop states are enforced to belong in an admissible set. The efficiency of the proposed control-scheme is illustrated in high-fidelity simulation results, for the case of an automated Renault Zoe. Consequently, the lane-tracking controller, a $H_\infty$ yaw-rate tracker for which robustness certificates are presented, is able to perform a lane change maneuver when the RG is used.

I. INTRODUCTION
Autonomous vehicles must be able to perform different tasks and simultaneously sustain high performance and comfort for the passengers. Lateral control plays a key role to achieve those tasks and it is often separated into lane tracking and lane change maneuvers [1].

Most of the developed lane-tracking control algorithms are based on vision dynamics aiming to reach a target point at a look-ahead distance in front of the vehicle with respect to the reference trajectory, minimizing either (i) the corresponding lateral error [2]; or (ii) the yaw-rate error by calculating the curvature of the vehicle trajectory in the target point [3]. [4] considers the global coordinates of a point onto the trajectory as set points, where the distance from the vehicle’s position has to be minimized. From the control aspect, lane change maneuvers can be treated as a lane-tracking scenario where an adjacent lane is treated as the reference path [5]. Consequently, the aforementioned techniques can be used to perform lane tracking and lane change maneuvers as well.

On the other hand, governors are add-on schemes that emerged as a way to treat constraints for a pre-designed closed-loop system [6]. The objective is to produce a virtual reference, for which saturation constraints or even performance criteria are satisfied. The RG algorithm emerged for discrete time systems. In [7], a dynamic update formula of the virtual reference was proposed, taking the previous value of reference in the optimization problem. From the computational aspect, the virtual reference is computed online as the maximal one for which the closed-loop trajectories stay in an approximation of the maximal output admissible set [8]. Furthermore, command governor algorithms consider the virtual reference explicitly included in the closed-loop system without any parameterization [9]. In that case, the virtual reference is found as the solution of the on-line minimization of the quadratic euclidean distance between the virtual and the desired reference.

A. Related Works
Several governor approaches have been applied and implemented successfully in automotive systems [10]. In [11] the vehicle rollover avoidance is tackled modifying the driver steering input with an active steering system. In [12] a distributed RG approach is proposed to ensure the string stability and energy efficiency in a cooperative adaptive cruise control scheme.

B. Motivations and contributions
This paper presents the design of a control system that enables a single lane-tracking controller to handle adequately the case of a lane change as well. In that sense, it can be avoided the need to design a second controller that performs only during the lane-change and even the switching scheme between these two controllers [13].

For the sake of clarity, Fig. 1 illustrates two real yaw-rate references recovered in experimental tests using a Renault Zoe in autonomous mode. The vehicle starting in a straight line, for fixed velocity $v_s = 10 m/s$, (i) in blue it followed a turn (lane tracking) and (ii) in red performed a fast maneuver to reach an adjacent lane more than 3 meters away from the initial position of the vehicle (lane-change). As it can be seen, the yaw-rate reference during lane-tracking is gradually increasing and, in general, is smooth without abrupt changes. On the other hand, at the beginning of a lane-change the yaw-rate reference is increased discontinuously, function of the required lateral displacement of the car. Then, as the vehicle approaches the desired lane, the yaw-rate reference gradually reduces till zero where the maneuver is performed. Therefore, to treat the discontinuous phase, usually a lane-change controller has restricted capabilities (compared to a lane-tracking one) so as not to go further the steering rate limitations of the actuator and cause oscillations or even instability [13].

To address the aforementioned problem, the RG is an interesting solution to guarantee performances in both cases while handling the actuator limitations.
The main novelties of this paper are summarized below:

- The union of lane-change and lane-tracking scenarios is achieved by using a yaw-rate tracking controller equipped with a RG. During lane-change, a virtual yaw-rate reference that is smooth is generated, setting feasible the yaw-rate tracker to follow it.
- The selected steering limit is provided as an extra degree of freedom in the design procedure.
- The imminent objectives are satisfied by a real-time optimization problem, fast enough for implementation.

C. Structure of the Paper

The rest of the paper is structured as follows. Section II presents the lateral control framework where the robust $H_\infty$ steering controller is based-on. Section III includes an overview of the dynamic RG design for linear systems and the design for the lane-tracking system. Section IV shows the simulation results for the proposed methodology proving that the governed lane-tracking controller performs a lane-change maneuver for different steering wheel angle bounds.

II. LATERAL CONTROL FRAMEWORK FOR THE STEERING CONTROLLER DESIGN

This section presents the bicycle model used for the design of the $H_\infty$ lane-tracking controller. An analysis on the frequency domain is illustrated to prove the robustness of the closed-loop system when different parameters of the vehicle model are considered uncertain.

A. Model Formulation

The lateral motion of the vehicle is expressed as a bicycle model [14], which is depicted in Fig. 2. $\alpha_f$, $\alpha_r$ are the tire side slip angles of the front and rear wheels respectively. $\beta$ is the side slip angle of the vehicle. $L_f$, $L_r$ are the distances of the front and rear wheel with respect to the center of the gravity of the car. $C_f$, $C_r$ the front and rear cornering stiffness as a result from the linear approximation of the lateral forces applied on the tires, i.e $F_yf = C_f \alpha_f$, $F yr = C_r \alpha_r$. $m$ is the mass and $I_z$ the car inertia.

Assuming the longitudinal velocity of the vehicle as an exogenous parameter, considered measured at every instant, a linear model can be formulated with states the lateral speed $v_y$ and the yaw-rate $\psi$ at the center of gravity.

$$\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t) + Du(t)
\end{align*}$$

(1)

with,

$$A = \begin{bmatrix} -\frac{C_f + C_r}{mv_x} & -v_y + \frac{C_r L_r - C_f L_f}{mv_x} \\
-\frac{L_f C_f + L_r C_r}{I_z v_x} & -\frac{L_r^2 C_f + L_f^2 C_f}{I_z v_x} \end{bmatrix}, \\
B = \begin{bmatrix} \frac{C_f}{m} \\
\frac{L_f C_f}{I_z} \end{bmatrix}, \quad C = [0 \quad 1], \quad D = 0.$$

The state space vector is $x(t) = [v_y \quad \psi]$ and the input $u(t) = \delta$ is the steering wheel angle.

Moreover, so as to have a more realistic model for the steering of the vehicle, a second-order identified transfer function is used as the actuator model as such:

$$G_{act} = \frac{k}{s^2 + 2 j w_n s + w_n^2 e^{-T_d s}}$$

(2)

where $k$ is the static gain, $w_n$ the natural frequency, $j$ the damping and $T_d$ the time-delay of the actuator model.

This model is connected in series with the bicycle model $G$ (1) in order to formulate an even more realistic model of the vehicle $G_v$ including the actuator limitations $G_{act}$ i.e., $G_v = G_{act} G$.

B. $H_\infty$ Dynamic Output Controller Design

The control algorithm is based on tracking a yaw-rate reference $r(t)$, which is computed in order to reach a target point located on a look-ahead distance onto the reference trajectory [3]. The lane-following system has to perform fast tracking capabilities and provide comfort as well.

The lane-tracking controller is designed, as it is shown in Fig. 3, using the $H_\infty$ method where the performance is achieved by the weighting functions $W_p(s)$ and $W_c(s)$ [15]. The first-order filters $W_p(s)$ and $W_c(s)$ are chosen as:

- $W_p(s) = s + \omega_n / M_a$, where $\omega_n = 10 rad/s$ is the bandwidth of the controller and have a smooth steering wheel angle change. $M_a = 2(6db)$ is chosen in order
to satisfy the saturation limits of the actuator and $\varepsilon_a = 0.1$ which is the roll-off frequency for better noise attenuation.

- $W_c(s) = \frac{s + \omega_e / M_e}{\varepsilon_c s + \omega_e}$, where $\omega_e = 3\text{rad/s}$ is the bandwidth for fast tracking of the reference. $M_e = 2(6\text{dB})$ is chosen to ensure robustness and $\varepsilon_c = 0.001$ which corresponds to the steady state tracking error.

The tuning of the dynamic output controller is achieved by minimizing off-line the performance variables $z = [z_1, z_2]$ with respect to the reference $r$ for a performance index $\gamma > 0$, i.e.

$$\sup_{||r|| \neq 0} \frac{||z||^2}{||r||^2} < \gamma \quad (3)$$

The design of the nominal $H_{\infty}$ controller is carried out assuming a constant longitudinal speed $v_x = 10\text{m/s}$. Solving the appropriate linear matrix inequalities [16] leads to the optimal attenuation level $\gamma = 0.9053$. Since $\gamma < 1$, the closed-loop met the required objectives for the nominal case where $v_x = 10\text{m/s}$ (see Fig 4).

A first robustness analysis is presented in Fig. 5, where are shown the frequency responses of the performance variables $z$ to the reference $r$ (so the $S$ and $KS$ sensitivity functions) relatively to the specifications $1/W_r$, $1/W_e$ imposed, considering an uncertain velocity $v_x \in [5, 15]$. This emphasizes the robust performance of the closed-loop system w.r.t speed uncertainties.

Note that the dynamic output controller can be expressed in a state space form, which has as input the yaw-rate error $e(t) = r(t) - y(t)$ and as an output the steering wheel angle $\delta(t)$.

$$\dot{x}(t) = A_x x(t) + B_x e(t) \quad \delta(t) = C x(t) + D e(t) \quad C = \begin{bmatrix} A_c & B_c \\ C_c & D_c \end{bmatrix} \quad (4)$$

where, $x(t) \in \mathbb{R}^8$, $B_c \in \mathbb{R}^8$ and $C_c \in \mathbb{R}^{1 \times 8}$ are the controller’s state space matrices.

### C. Robust stability and performance analysis using $\mu$-analysis

In this section, a more complete robustness analysis is carried out considering several parameter uncertainties.

First let us recall that a control system is robust if it is insensitive to differences between the actual real system and the model used to design the controller. This is formulated through the well know concepts below (see [15]):

- **Robust Stability (RS).** The system is stable for all perturbed plants about the nominal model up to the worst-case model uncertainty.
- **Robust Performance (RP).** The system satisfies the performance specifications for all perturbed plants about the nominal model up to the worst-case model uncertainty.

Now, for a deeper analysis, the $\mu$-analysis methodology is considered to conclude on the robustness of the proposed $H_{\infty}$ controller w.r.t parameter uncertainties (see [15]). We here consider that the parameters of the bicycle model are uncertain as given below

$\begin{align*}
C_f &= C_f(1 + p c_f \delta_f), \quad pc_f = 15\%, \quad \delta_f \in [-1, 1] \\
C_r &= C_r(1 + p c_r \delta_r), \quad pc_r = 15\%, \quad \delta_r \in [-1, 1] \\
\bar{m} &= m(1 + p m \delta_m), \quad pm = 10\%, \quad \delta_m \in [-1, 1] \\
\bar{T} &= l(1 + p l \delta_l), \quad pl = 10\%, \quad \delta_l \in [-1, 1] 
\end{align*}$

As we consider structured uncertainties, a $\mu$-analysis is used to study RS and RP. The method consists in applying the $\mu$-small gain theorem for structured uncertainties, so to build the so-called $N - \Delta$ form representing the uncertain closed-loop system. In this framework, $N$ is written as $N(s) = \begin{bmatrix} N_{11}(s) & N_{12}(s) \\ N_{21}(s) & N_{22}(s) \end{bmatrix}$, and the closed-loop transfer matrix is:

$$T_{aw}(s) = N_{22}(s) + N_{21}(s) \Delta(s)(I - N_{11}(s))^{-1} N_{12}(s) \quad (5)$$

First the structured singular value is defined as:

$$\mu_\Delta(M) := \min \{ \Sigma(\Delta) : \Delta \in \Delta, \det(I - \Delta M) \neq 0 \}. \quad (6)$$

Assuming nominal stability, RS and RP analysis for structured uncertainties are therefore such that:

$$\begin{align*}
\text{RS} & \iff \mu_\Delta(N_1) < 1, \, \forall \omega \quad (7) \\
\text{RP} & \iff \mu_\Delta(N) < 1, \, \forall \omega \quad (8)
\end{align*}$$

Finally, let us remark that the structured singular value cannot be explicitly determined, so that the method consists in...
calculating an upper bound and a lower bound, as closed as possible to \( \mu \).

Now as shown below the maximal bounds of the \( \mu \) for RS and RP are less than one, then the \( H_{\infty} \) controller keeps stability and performance for the considered uncertainties.

\[
O_{\infty} = \{(v, \hat{x}_{cl}) : y_{cl}(k) \in Y, \forall k \in \mathbb{Z}_+\} \tag{11}\]

where the output \( y(k) \) at every time instant \( k \) can be computed as follows:

\[
y_{cl}(k) = CA^k \hat{x}_{cl} + C(I - A^k)(I - A)^{-1}Bv + Dv \tag{12}\]

To ensure robustness and steady state constraints enforcement, \( O_{\infty} \) is tightened as:

\[
\tilde{O}_{\infty} = O_{\infty} \cap O^F, \text{ with } O^F = \{v : \bar{y}_{x_{cl}} \in (1 - \epsilon)Y, 1 \gg \epsilon > 0\} \tag{13}\]

where the steady state output response \( \bar{y}_v \) is expressed as such:

\[
\bar{y}_{x_{cl}} = C(I - A)^{-1}Bv + Dv \tag{14}\]

If \( A \) is Schur and the pair \((C,A)\) is observable, it is proven in [8] that \( \tilde{O}_{\infty} \) is finitely determined, i.e there exists a finite time index \( k^* \) such that:

\[
\tilde{O}_{\infty} = \{(v, \hat{x}_{cl}) : y_{cl}(k) = 0, ... , k^*\} \cap O^F \tag{15}\]

In the simplest case, where the constraint set \( Y \) is expressed in a polytopic form, i.e as a set of linear inequalities as explained below:

\[
Y = \{y : Hy_{cl}(k) \leq h, \forall k \in \mathbb{Z}_+, h > 0\} \tag{16}\]

then, the computation of the \( \tilde{O}_{\infty} \) is easy. More precisely, given a \( 1 \gg \epsilon > 0 \) and sufficiently large \( k^* \),

\[
\tilde{O}_{\infty} = \left\{(v, \hat{x}_{cl}) : \begin{bmatrix} y_{cl} \\ HCA + HD \end{bmatrix} \leq \begin{bmatrix} h \\ k \end{bmatrix} \right\} \tag{17}\]

Finally, a minimal representation of \( \tilde{O}_{\infty} \) is obtained when redundant or almost redundant inequality constraints are eliminated. The reduced inequalities of (17) that express the maximal admissible set are written as:

\[
\tilde{O}_{\infty} = \{ (v, \hat{x}_{cl}) : \mathcal{H}_v^r v + \mathcal{H}_e^r \hat{x}_{cl} \leq \mathcal{L} \} \tag{18}\]

where \( \mathcal{H}_v, \mathcal{H}_e^r \) and \( \mathcal{L} \) are the matrices that correspond to the reduced inequalities.

According to the dynamic RG, at every instant \( k \), a line search along the segment \( v(k-1) \) and \( r(k) \) is performed in the convex set \( \tilde{O}_{\infty} \) so as to compute the virtual reference solving the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad K \\
\text{subject to} & \quad v(k) = v(k-1) + K(r(k) - v(k-1)) \tag{19} \\
& \mathcal{H}_v^r v(k) + \mathcal{H}_e^r \hat{x}_{cl}(k) \leq \mathcal{L}
\end{align*}
\]
B. Reference Governor Design for Lane-Change Maneuvers

The following subsection describes the design of the RG for lateral control. The aim of the RG is, given a lane-tracking controller, 1) to generate a smooth virtual reference that permits the lane-change maneuver and 2) respects the maximum steering actuation capabilities.

The first step of the design of the RG is the selection of the model used for prediction, which in this paper is chosen as the closed-loop system between the vehicle model G and the controller C, eq. (2) and (4) respectively. This model is discretized at the sampling time \( T_s = 0.01 \text{s} \), for which the automated vehicle accepts steering command. The discrete state space model is expressed below:

\[
\begin{align*}
    x_{cl}(k+1) &= A_d x_{cl}(k) + B_d r(k) \\
    y_{cl}(k+1) &= C_d x_{cl}(k) + D_d r(k) \in Y
\end{align*}
\]

where \( x_{cl} = \left[ \begin{array}c x \\ X_c \end{array} \right] \in \mathbb{R}^{10} \) is the closed-loop state space vector (without the states of the actuator so as to reduce the size of the optimization), \( y_{cl} = \delta \) is the steering wheel angle enforced to stay in the constraint admissible set \( Y, A_d \in \mathbb{R}^{10 \times 10}, B_d \in \mathbb{R}^{10}, C_d = [0 \mid C_e] \in \mathbb{R}^{1 \times 10}, D_d = 0 \) are the closed-loop system space matrices.

To implement the control scheme depicted in Fig. 6, an LTI observer has been designed so as to provide full knowledge over the state \( x_{cl} \) at every instant for the system (20). Moreover, the constraint admissible set is constructed to include boundaries of the steering angle.

\[-\delta_{\text{max}} \leq y_{cl}(k) \leq \delta_{\text{max}}\]

where \( \delta_{\text{max}} \) is the maximum admissible steering angle in rad. \( Y \) can be written in a polytopic form below:

\[
Y = \{ y_{cl} : Hy_{cl}(k) \leq h, \forall k \in Z_+ \}, h > 0
\]

where \( H = \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix}, h = \begin{bmatrix} \delta_{\text{max}} \\ \delta_{\text{max}} \end{bmatrix}, \delta_{\text{max}} = \frac{\pi}{180 \kappa}, \delta_{\text{max}} > 0, \delta_{\text{max}} \) is the selected maximum value in degrees and the gain \( \kappa \) is the gear ratio of the steering actuation system.

The objective of rendering smooth the virtual yaw-rate reference, feasible for the lane-tracking controller, is chosen as an extra constraint which limits the slew rate of the virtual reference as follows:

\[|v(k) - v(k-1)| \leq \Delta_v\]

where \( \Delta_v \) is the selected slew rate of the virtual reference.

That constraint is included in the optimization problem (19). This leads to the proposed maximization from which the virtual reference \( v \) is found on-line as such:

\[
\begin{align*}
     \text{maximize} & \quad K \\
     \text{subject to} & \quad v(k) = v(k-1) + K(r(k) - v(k-1)) \\
     & \quad \mathcal{H}_v v(k) + \mathcal{H}_x \delta_{cl}(k) \leq \mathcal{L} \\
     & \quad |v(k) - v(k-1)| \leq \Delta_v
\end{align*}
\]

The set \( \delta_{\text{max}} \) has been computed off-line, for \( \epsilon = 10^{-6}, k^* = 7 \) for the two different cases where \( \delta_{\text{max}} = 50^\circ \), 100°, and its minimal representation matrices \( \mathcal{H}_v, \mathcal{H}_x \) and \( \mathcal{L} \) are obtained using Multi-Parametric Toolbox [17]. The slew rate of the virtual reference \( \Delta_v \) is selected as 0.01 to enable a smooth lane-change maneuver when the \( H_{\text{min}} \) lane-tracking controller is present. The embedded solver used for the maximization problem (24), that computes \( v \) on-line, is CVXGEN [18].

IV. Simulation Results

The parameters of the vehicle model in (1) correspond to an automated Renault Zoe (see [2] for details). We consider as a case scenario where the vehicle starts more than 3 meters away from the reference lane and simulate closer to the collected experimental data. In that way, the lane-keeping system equipped with the RG can prove that performs a lane-change maneuver. The speed is fixed at \( v_i = 10m/s \).

Fig. 7 illustrates the lateral deviation during the lane-change scenario. When the RG is used, a smooth convergence is achieved to the reference lane with maximum overshoot of 0.1m. When the steering wheel angle bound is \( 100^\circ \), the convergence is faster than \( 50^\circ \). On the contrary, when the RG is absent the lane-tracking controller shows jerky performance since it oscillated before converging to the desired lane.

Fig. 8 depicts the steering wheel angles during the maneuver for all cases. When the RG is added to the loop, the controller’s output is smooth without violating the imposed constraint for \( \delta_{\text{max}} = 50^\circ \). As for case where \( \delta_{\text{max}} = 100^\circ \), the steering wheel angle does not reach it since is not needed to turn that much to perform the maneuver. Whereas, for the case of the lateral controller, the steering is jerky especially at the beginning where is discontinuous.

In figs. 9 to 11, is shown the yaw-rate response for the cases when the RG is out of the loop, and when it is used with \( \delta_{\text{max}} = 50^\circ, 100^\circ \) respectively. In Fig. 9, the RG is absent and the yaw-rate of the vehicle overshoots during the tracking of the reference which is discontinuous at the beginning. On the other hand, the virtual reference shown in figs. 10 and 11 is gentler compared to the desired one and for that reason the steering wheel angle is increasing in an admissible rate. In Fig. 10, the virtual reference saturates automatically to a certain value so as to avoid the violation of the steering wheel constraint.

V. Conclusions & Future Work

This paper proposes a RG approach to merge lane change and lane tracking for a yaw-rate tracking system. The lane change relies on the tracking of a virtual reference, enabling a fast controller to track an adjacent lane. The virtual reference is smooth and permits the convergence to the desired lane without oscillations.

Future works include the experimental validation of the proposed methodology on the automated Renault Zoe and the extension to an LPV model [19] to treat the whole operating domain of velocities, where for higher speeds the restriction of the steering is more crucial.
This paper reflects solely the views of the authors and not necessarily the view of the company they belong to.
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