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ABSTRACT

Stationary Wave Integrated Fourier Transform Spectrometers (SWIFTS) are based on the sampling of a stationary wave using nano-sampling centres on the surface of a channel waveguide. Single nanogroove sampling centres above the waveguide surface will radiate the sampled signal with wide angular distribution, which is not compatible with the buried detection area of infrared detectors, resulting in crosstalk between pixels. An implementation of multiple diffraction nano-grooves (antenna) for each sampling position is proposed as an alternative solution to improve directivity towards the detector pixel by narrowing the scattering angle of the extracted light. Its efficiency is demonstrated from both simulated and measured far field radiative patterns exhibiting a promising method to be used for future integrated IR-SWIFTS.

The implementation of the antennas will allow for a high resolution spectrometer in Infra-Red (here 1550 nm) with no crosstalk problem (ref. [1]). These antennas, combined with the technology used (direct laser writing) will provide a robust, low-cost efficient tool that can be implemented as a 3D-3T spectro-interferometer (multi telescope beam-combiner), useful for astrophysics applications, such as phase closure studies.

1. GENERAL PRESENTATION

1.1 SWIFT’S Principle

The SWIFTS (Stationary Wave Integrated Fourier Transform Spectrometer) (ref. [2]) technology relies on the sampling of a stationary light wave by means of scattering nanogrooves. The wave enters a single-mode waveguide, is reflected on a mirror at the end of it, and by interference of the forward and backward optical beams, creates a stationary wave (i.e. a static interferogram). The interferogram is then sampled by the nanosampling centres (di-electric discontinuities), periodically placed in the evanescent field of the stationary wave. Using the discrete and periodical sampled values of the interferogram, through a Fourier Transform, the spectrum of the source can be reconstructed.

SWIFTS spectrometers are compact, and do not require any relay optics. It is also a very high resolution spectrometer: $R = \frac{2nL}{\lambda}$, with $L$ the sampling length: for $L = 1$ mm, $\lambda = 1.55$ microns, $n = 1.44$, $R = 1858$.

The interferogram has a period of:

$$\frac{\lambda}{2n}, \text{ with } \lambda \text{ the wavelength, } n \text{ the refractive index}$$

In order to correctly sample the wave, the Shannon-Nyquist criteria has to be respected: the sampling period has to be inferior or equal to $\frac{\lambda}{2n}$ in order to avoid aliasing. This value is therefore the maximum distance that we can have between two sampling centres (two antennas).
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1.2 Adaptation in the Infra-Red

The chosen material for the sample is borosilicate glass, with a refractive index around 1.44 for the wavelength 1.55 \( \mu m \). From this we can have the maximum period allowed between two sampling centres:

\[
\frac{\lambda}{4n} \rightarrow \frac{1.55}{4 \times 1.44} = 0.268 \mu m = 268 \text{ nm} = \frac{\lambda}{2n},
\]  

With the chosen technology (ultrafast laser writing), such a pitch cannot be obtained. Therefore the wave will necessarily be under-sampled. In order to solve that problem, an offset, spatial or temporal, will be introduced. A temporal offset can be obtained through the use of electrooptical materials, such as Lithium Niobate. A spatial offset can be obtained by sampling the wave using several waveguides rather than one and introducing a spatial shift:

Each waveguide has its own set of sampling centres, that are shifted in comparison to the other waveguides. With the multiplexing of the four first waveguides, the sampling can be correctly done (i.e. four sampled values for one optical period).

As the aim is IR adaptation, the problematic of the detectors arise. The detection zone is deeply buried (a few hundreds of microns) in a semi-conductor layer, which is not the case in visible detectors. Because of this, there will be crosstalk: each nanosampling centre will radiate on several pixels of the detector, and will be mixed with...
the signal from other centres.
In order to avoid this problem, instead of one groove per nanosampling centre, we will have several grooves per sampling centre. It will improve the directivity of each centre. In order to have each groove of the same sampling centre sample the same part of the wave, therefore creating a constructive interference, they have to have a pitch of an integer number of $\frac{\lambda}{n}$. (ref [3]).

1.3 Design and fabrication of the samples
In order to determine the ideal parameters for the SWIFTS spectrometer, samples were made with different combination of the following parameters: number of grooves per sampling centre, burial depth of the waveguide in respect to the grooves:

![Figure 4. The two-sided sample](image)

The first side has 5 grooves per antenna, always the same number, and each waveguide is around 3 $\mu$m under the grooves. The second face has different number of grooves per sampling centres (1, 3, 5, 7, 9, 11), and different distances waveguides / grooves: 0, 3, 6, 9 $\mu$m.

![Figure 5. White light view of the sample (2nd side): group with 11 grooves](image)

The samples were made at the Hubert Curien laboratory in Saint-Etienne, France. The waveguides are created by translating the sample during a laser irradiation. The grooves are created by generating non propagative and non-limited by diffraction Bessel beams. (ref [4]) This allows the grooves to be of nanometric scale, however the pitch between two consecutive grooves cannot be of $\frac{\lambda}{n}$, due to overlapping between Bessel holes. Therefore, the pitch had to be a multiple of $\frac{\lambda}{n}$, and the smallest value that was possible to obtain was $3 \times \frac{\lambda}{n}$: 3 microns. There are many advantages to this technology: the guides and antennas can be buried, meaning that the sample will be less fragile and more easily handled. It is a rapid and simple technology, usable for many materials. The light propagated in the waveguides and the sampling centre (here containing 11 grooves) extract the light.
2. EXPERIMENTS

2.1 Far-field experiments

The first set of experiments are far-field experiments. The sample is observed through a microscope objective in order to have an overview of the results given by the different antennas (groove groups). This set-up aims to study all the different combination provided by the sample’s design. The parameters are the number of grooves per sampling group, the distance between the grooves and the waveguides and the wavelength. The best result is expected with the 11 grooves group: the wider the grating, the thinner the signal.

The best result is expected with the 11 grooves group: the wider the grating, the thinner the signal.

![Figure 6. All grooves groups (seen from above)](image)

![Figure 7. Variation of the signal](image)

The first results show that the group with 11 is not the best, even though the intensity seems to increase with the number of grooves (as expected) Fig 6. Furthermore, a study of the variation of the response as a function of lambda ($\lambda \in [1501; 1601]$) shows that the maximum intensity is around 1500nm rather than 1600nm. That is due to a slight shift in the grooves’s pitch that is of 3 $\mu$m: as the refractive index is precisely 1.44, the optimal wavelength is 1.44 microns.

![Figure 8. 9 grooves, 3 microns between the grooves and the waveguide](image)

![Figure 9. 5 grooves, 9 microns between the grooves and the waveguide](image)

The technology used presents slight repetition errors, leading to the fact that the higher the number of grooves, the more the signal presents several peaks. For the 11 scattering centre antenna, the grooves are not exactly synced anymore, thus creating a contrast loss. This phenomenon can also be seen for 9 grooves, as well as 7: see Fig 8. Furthermore, as expected, the further away from the grooves the waveguide is, the less intense
the signal is: Fig 9. However, there is no difference between a distance of 0 and a distance of 3 microns because the guided mode is quite large.

The conclusion of this study is that the best combination that we can have is a group of 5 grooves with a 3 microns distance between the antenna and the waveguide:

![5 nanogrooves, distance between the waveguide and the grooves: 9 um, \( \lambda = 1501 \) nm](image)

**Figure 10.** Best combination: 5 grooves, 3 microns depth, 1501 nm

### 2.2 Vertical radiation pattern of the antennas: propagation (without the mirror)

The first step is to calculate the Bragg order created by the grooves, acting as a grating, in order to have the maximum diffraction angles that we will obtain. The grating law gives us the number of expected Bragg orders in this case:

\[
\begin{align*}
n(sup) \cdot \sin(\theta) &= n(efe) - m \frac{\lambda}{\Lambda} \\
\text{with: } n(sup) &= 1.444 \quad -1 \leq \sin(\theta) \leq 1 \quad | | \quad n(efe) = 1.446 \quad \lambda = 1.55 \mu m \quad \Lambda = 3 \mu m
\end{align*}
\]

From this we can deduce the following inequality:

\[
m = \frac{\Lambda}{\lambda} \cdot (n(efe) - n(sup) \cdot \sin(\theta)) \rightarrow 0.0039 \leq m \leq 5.5935
\]

As m can only be an integer, there are 5 diffraction orders.

The experimental set-up for the study of the vertical radiation pattern is the following: an IR camera (Hamamatsu) is placed on the sample, where the sampling centres are. This camera was chosen because its pixel matrix can be bared, allowing us to put the matrix directly on the sample, reducing the light’s trajectory. It is also a camera that does not require a cooling system which is an advantage when it comes to a compact and simple instrument (as a cooling system might, in some cases, lead to condensation). The experiment consists in measuring the radiation pattern for different heights of the camera: first the camera is on the sample, then it is raised little by little from \( h = 0 \) to \( h = 520 \mu m \).
The results for the first side (with different number of grooves) are the following:

![Image of results for different number of grooves per sampling centre and different wavelengths](image1)

Figure 11. Results for different number of grooves per sampling centre and different wavelengths

The measures were made for the following wavelengths = 1501, 1521, 1551, 1581, 1601 nm. These results show clearly the difference induced by the number of grooves: one groove gives a very wide signal that is indistinguishable from the signal coming from the sampling centre next to it. However, the radiation pattern coming from groups with a higher number of grooves are definite and begin to mix with each other only around a distance of 150 \( \mu m \) between the camera and the sample.

![Image of results for 5 grooves per sampling centre and different wavelengths](image2)

Figure 12. Results for 5 grooves per sampling centre and different wavelengths

Here, each group is clearly distinguishable from its neighbour, and the rays with the maximum diffraction angle meet also only around 150 \( \mu m \). It is therefore possible to identify the received signals, and to trace them back to the source.

In both case, the predicted Bragg orders are visible. However, all of them are not visible (only 3 or 4 instead of the 5 expected): that is due to the fact that even though the pixel matrix is bared, there can be a slight air layer remaining between the pixels, causing a total refraction for the higher Bragg orders (with the highest diffraction angle, such as the 5th order : -51.96\(^ \circ \))

2.3 Radiation pattern: scanning the SWIFTS effect (with the mirror)

The experimental set-up for those experiments is the same than previously: the Hamamatsu camera is placed on the sample, with the pixel matrix bared. The side of the sample that is studied is the side with 5 grooves per sampling centre, and the mirror has been placed, so there is a stationary wave.

The distance between the camera and the sample is always 0, and the main effect studied is the variation of the wavelength. Different ranges have been studied: from 1520 to 1525 nm, from 1530 to 1535 nm, from 1540 to 1545 nm, from 1550 to 1555 nm, and from 1560 to 1565 nm all with a 0.05 nm wavelength pitch, and from...
1520.3 nm to 1522.3 nm with a 0.01nm pitch. The goal of these experiments is to study the response of each sampling centre to a variation of the wavelength. As each sampling centre is at a given distance from the mirror, the responses should be different:

As the formula giving the intensity is proportional to the distance of the groove to the mirror (L), the higher the distance, the smaller the period of the wave (increase of the frequency). The results for some of the measurements are the following (with the contrast for each group): Fig 15, Fig 16, Fig 17, Fig 18:

It is clearly visible that the response are different for each scattering group, with the period diminishing with...
the augmenting distance to the mirror (at the exception of the first group, that was removed because there was too much noise coming from the reflection on the mirror).

The contrast is correct, though much better for the set between 1520 and 1525 than for higher wavelengths. There is also an envelope that will be simulated in the simulation section. In this section, reasons as to why the contrast is not optimal will further be explored.

2.4 Exploitation of the results

In order to study the results given by the sample, another set of experiments was conducted. A data base was created, consisting of 101 measurements (between 1520 and 1525 nm and between 1550 and 1555 nm). In this data base, an "unknown" wavelength was injected, and its value will be retrieved through a comparison algorithm.

For each set of measurements, several "unknown" wavelengths are chosen.
These results show that the unknown wavelength can be determined with a high accuracy, around 25 pm: Fig 19, Fig 20. However, there can be two local minimum that do not give the same result: Fig 21, because of aliasing. However, the global minima is still the accurate one, and the unknown value can still be retrieved. In order to test the robustness of the sample, several "unknown" measures were made with a slight change in the injection, and every time the result was still accurate.

<table>
<thead>
<tr>
<th>Real Value</th>
<th>1520.11</th>
<th>1520.16</th>
<th>1520.37</th>
<th>1520.74</th>
<th>1521.06</th>
<th>1521.96</th>
<th>1522.22</th>
<th>1522.51</th>
<th>1523.01</th>
<th>1523.52</th>
<th>1524.87</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimation 1 (global min)</td>
<td>1520.75</td>
<td>1521.2</td>
<td>1520.35</td>
<td>1520.7</td>
<td>1521.1</td>
<td>1522</td>
<td>1522.25</td>
<td>1522.5</td>
<td>1523</td>
<td>1523.55</td>
<td>1524.85</td>
</tr>
<tr>
<td>Estimation 2 (local min)</td>
<td>/</td>
<td>/</td>
<td>1522.25</td>
<td>1522.65</td>
<td>1522.95</td>
<td>1523.9</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
</tbody>
</table>

Unknown wavelengths

Figure 22. Comparison unknown wavelength/estimated result – 1520-1525 nm

Unknown wavelengths

<table>
<thead>
<tr>
<th>Real Value</th>
<th>1550.23</th>
<th>1550.26</th>
<th>1550.66</th>
<th>1550.87</th>
<th>1550.98</th>
<th>1551.16</th>
<th>1551.32</th>
<th>1552.97</th>
<th>1553.279</th>
<th>1553.63</th>
<th>1554.42</th>
<th>1554.86</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimation 1 (global min)</td>
<td>1550.2</td>
<td>1550.3</td>
<td>1550.65</td>
<td>1550.85</td>
<td>1551</td>
<td>1551.2</td>
<td>1551.25</td>
<td>1553</td>
<td>1553.3</td>
<td>1553.65</td>
<td>1554.45</td>
<td>1554.85</td>
</tr>
<tr>
<td>Estimation 2 (local min)</td>
<td>1553</td>
<td>1553.05</td>
<td>1551.35</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
</tbody>
</table>

Figure 23. Comparison unknown wavelength/estimated result – 1550-1555 nm

All the unknown wavelength were retrieved with this method, and even though sometimes there were several minima, the global minima still gave the right value.
3. SIMULATIONS

As previously seen, the contrast is correct but not perfect. There are several reasons as to why the contrast is not optimal: the presence of Bragg orders, and the fact that these Bragg orders are asymmetric. As previously calculated there are 5 Bragg orders, though only 4 are clearly visible because of the total refraction between air and glass. As these orders are thin, the slightest asymmetry will result in a bad superposition between the incoming and reflected wave, and ultimately in a diminished contrast.

In order to illustrate that, simulations were made using a program that allows the simulations of 1 sampling centre, with a number of parameters that can be changed (size of the grooves, number of grooves, wavelength, materials, distance to the mirror (L), the burial depth of the waveguide and the grooves). The simulation gives the result either still in the sample (just before the glass/air interface), or on the pixels of the detector above, meaning that the light has crossed the air layer and the semi-conductor of the detector. The following simulation is that of a 5 grooves sampling centre, for 1550nm, and show the result on the pixel detector. The sampling centre is the 5th one (see 13), and the air layer is of 5 $\mu m$.

![Figure 24. Superposition of: the incoming wave only (red) and the returning wave (blue) on the pixel matrix](image)

This figure shows the 4 expected Bragg orders, with one being significantly smaller than the others (explaining why there were only 3 main Bragg orders seen on 11 and 12). It is also obvious that the superposition is far from being perfect: the signal is not symmetric, and there is a slight offset between the incoming and returning wave. Assuming that the offset is due to the fact that the pitch between two grooves of the same sampling centre is $3\mu m$ and not exactly $3 \times \frac{\lambda}{n} = 3 \times \frac{1.55}{1.44} = 1.22$, another simulation was made to compare different wavelengths. The results are still in the sample, for a 5 grooves sampling centre, with the incoming and returning wave:

![Figure 25. With the mirror (total reflection): Simulation at 1550nm still in the sample](image)

![Figure 26. With the mirror (total reflection): Simulation at 1446 nm still in the sample](image)

At 1550nm, there are several Bragg orders, more than the 5 expected because of the bad superposition between the incoming Bragg orders and the returning ones. However, at 1446nm, the Bragg orders are perfectly overlapped with each other.
In order to get rid of the Bragg orders, the pitch between the grooves should be diminished up to 1.07 nm ($\frac{\lambda}{n}$). Simulations were made to determine what the result would be with a 1 nm pitch, here a 5 grooves group with the signal on the detector.

Figure 27. 5 grooves with a 1 micron pitch, for 1550 and 1446nm

It is clear that there is only one Bragg order, and that the overlapping would be better because of the symmetry of the signal. However, the technology does not allow for a pitch under 3 microns. Therefore, in order to see if the contrast could be improved, several simulations were made to determine the contrast envelope in the 1450-1600 nm range.

Figure 28. Contrast for a 3 microns pitch, signal with a total reflection (mirror)

Figure 29. Contrast for a 3.22 microns pitch, signal with a total reflection (mirror)
On 28, the envelope is better around 1450nm than 1550, because 3 µm is not the perfect pitch between two grooves. This figure corresponds exactly to the observation made during the experiments: the contrast seemed to be higher for a lower wavelength (around 1450nm). Furthermore, there was a distinct contrast envelope different for each wavelength: for instance, the shape of the signal was clearly going downwards for the span between 1530 and 1535nm (16).

On this figure (28), the best contrast in the 1500-1550 range is around 1520nm (second oscillation). Roughly calculated, the contrast here at 1520nm is around 30, as it was in the experiments.

On 29, the contrast is the best around 1550nm, as expected. The pitch is exactly $3 \times \frac{\lambda}{n}$, and the best contrast is around 90, which leads to believe that for a pitch of 3.22 microns, the contrast obtained by the antennas, despite the Bragg orders could be up to 90, though on a small bandwidth. It is a compromise between the number of grooves and the bandwidth.

As the technology does not allow the pitch between the grooves to be under 3 microns, going above 3 microns would be a solution for a better contrast.

4. CONCLUSION AND PERSPECTIVES

The technology that we used (ultrafast laser writing) has its limitations (pitch between the grooves), but presents many advantages: it is a simple, low cost technology, that allows 3D printing and buried waveguide. The sample are therefore compact and easily handled. Furthermore, the choice of the material (borosilicate) also gives a simple and low cost sample.

Even though there are Bragg orders in the extracted result, the signal can be exploited and an unknown wavelength can be retrieved. The sample can be used as a lambdameter with a very high resolution (around 25pm), though on small windows (around 2nm). The contrast is correct, and can easily be improved, as shown by simulations. Considering that the sample only has 6 sampling centres, the Bragg orders, and that the contrast can be improved, the sample show promising outcomes for future improvements.

One of the main directions that the project will take is the change of the material. An electro-optical material is considered (Lithium Niobate). An electro-active material will allow a temporal offset in addition to a temporal offset, which will improve the scanning effect.

Changing the technology used for the grooves and the waveguide is another parameter that can be explored.
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