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Abstract 

This study proposes a model-based tool for fault detection and isolation for Proton Exchange 

Membrane Fuel Cell (PEMFC) for embedded applications that is robust to behaviour changes 

due to power demand fluctuations and stack ageing. The considered faults are the abnormal 

operating conditions that can shorten the fuel cell lifetime. The fault detection approach is 

based on residual generation using both voltage and high frequency resistance measurements 

and thus combining the advantages of knowledge-based model and EIS diagnosis approaches. 

To that end, a multi-physics fuel cell model has been used. This model computes not only the 

stack voltage but also the high frequency resistance in dynamic conditions. Additionally, the 

model is modified to take into account the ageing of the fuel cell. Validation is carried out on 

experimental characterizations during 1,000 hours ageing. The results on a new fuel cell stack 

show a score of 91% for fault isolation. However, this score drops dramatically while the 

stack is ageing. Finally, thanks to ageing modelling, diagnosis performances remain reliable 

during fuel cell stack ageing. 
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1 Introduction 

Fuel cell systems are very interesting devices for powering electrical vehicles with a range 

comparable to classical vehicle and without pollutant emission. While system’s powers are 

reaching the global targets for massive deployment, cost and durability remain the main issues 

of this technology. Degradation phenomena of fuel cell systems leading to performance losses 

are widely studied in literature [1,2] and their links with operating conditions have been 

demonstrated [3]. On one hand, poor water management dramatically increases the degradation 

rate and therefore shortens fuel cell lifetime [4]. Furthermore, the humidity level is either too 

high, occurring flooding of the channels and electrodes, or too low that causes membrane 

drying. On the other hand, fuel and air starvation also dramatically increases the degradation 

rate [5]. The fuel cell system ancillaries, composed of air compressor, valves, humidifiers, 

cooling system are used to control the stack operating conditions. These operating conditions 

(temperature, humidity and partial pressures) must be monitored and abnormal operating 

conditions must be identified as soon as possible and without any error. However, the fuel cell 

behaviour changes during ageing due to degradations. In order to maintain the fault detection 

performances during all the fuel cell lifetime, fault diagnosis methods need to take stack ageing 

into account. The faults to be detected can be defined as operating conditions that result in a 

decrease in the power delivered by the stack, which can cause significant damage to the fuel 

cell stack. Those faults can be the result of actuator faults, sensor faults, as well as system or 

stack components faults. Currently, various diagnostic approaches are being used [6,7] that can 

broadly be split into data-based and model-based methods. In model-based approaches [8-11], 

the model is the outcome of the comprehensive understanding of the stack and its inner 

phenomena which are expressed thanks to relations of different natures (electrochemical, 

thermodynamic, thermal, electrical and fluidic). In this approach, an on-line comparison 

between the real behaviour of the stack and the simulation of the dynamic model is conducted. 

In case of detecting a significant discrepancy (i.e. a non-zero residual) between the model and 



the sensor measurements, the existence of a fault is assumed. An advantage of model-based 

methods is that they are robust against system modifications and the same method can be 

applied to different stacks. Additionally, as the model parameters have a physical meaning, 

simulation of ageing phenomena can be quite straightforward [12]. However, some points 

weaken the relevancy of this approach. Firstly, it is complicated to establish an accurate fault 

diagnosis model because of fuel cell complexity, and the diagnosis performance is highly 

dependent on the model accuracy.  Secondly, knowledge-based models have high-

computational demand, which can be a disadvantage for real-time embedded applications. 

These are the reasons why data-based methods are also developed. In data-based methods [13-

19], an algorithm is trained to recognize default signatures using data collected on real fuel cell 

during a learning phase. The advantages of these methods are that there is no need of an accurate 

model of the fuel cell behaviour and that they are easy to implement. However, the 

performances are deeply linked to the quality and the quantity of the available collected data. 

In the search for fault indicators that are significantly sensitive to the faults, many 

measurements can be used, as pressure drop [20] or electromagnetic field [21] for example, but 

the majority of the approaches are based on electrochemical measurements, and more especially 

Electrochemical Impedance Spectroscopy (EIS) characterisation. Indeed, it is especially well 

adapted to evaluate many internal phenomena depending on the frequency of the stimulus signal 

[22,23]. These phenomena are of three kinds. In the low frequency part, the mass transport 

mechanisms have the most impact. For intermediate frequencies, the main phenomena are 

related to charge transfer. For high frequencies, the impedance can be assimilated to a 

resistance, mainly depending on membrane water content [24,25]. Firstly, equivalent circuit 

models have been developed so as to reconstruct the entire EIS characteristic [26,27], but as 

there are no direct relations between the proposed equivalent circuit elements and 

physicochemical properties of the fuel cell, interpretation reaches some limits [28]. That is why 

the current studies get interested in extracting features from EIS measurement [25,29,30]. 



However, a remaining lock is the difficulty to propose EIS measurements without disturbing 

the fuel cell operation, especially for low frequencies [28,31,32]. At last, a remaining obstacle 

is that there are no fault detecting algorithms for fuel cells that are robust to the change in 

impedance spectrum due to degradation [33] . A link between EIS characterisations and fuel 

cell ageing has been established, as in e.g. [34]. However, it is not desirable to use features that 

change with time, since the adaptation of the diagnosis algorithm becomes then difficult. In this 

work, we propose a fault detection and isolation tool for Proton Exchange Membrane Fuel Cell 

(PEMFC) for embedded application and robust to behaviour changes due to power demand 

fluctuations and stack ageing.  To that aim, a multiphysics and multiscale model [12,35] is used. 

An advantage is that the validity of the model can be extended to the whole life, by adjusting 

parameters depending on the stack ageing. Besides, model-based approaches and EIS 

characterisations have not so far been used jointly together in diagnosis methods, though these 

tools are complementary. In our approach, in order to allow transposition of the tool in 

embedded situations with few adaptations, the measurements have been limited to only voltage 

and high frequency resistance that can also be simulated by the model. In fact, measuring fuel 

cell impedance for a large range of frequencies is difficult in real-time conditions because it 

takes a long time to record the signal, especially for low frequency. However, some reliable 

solutions have been proposed to characterize online the high frequency part of the impedance 

without disturbing the fuel cell operation [30,32]. Interestingly, the high frequency part of the 

impedance is linked with relative humidity, and it is also dependant on the electrochemically 

active surface area, whose variations are correlated with aging phenomena [28]. Finally, for the 

isolation step, a supervised classifier has been chosen as it can be used easily in real-time on an 

embedded system. However, the model is still used to train the algorithm offline, so that there 

is no need to embed the complete model itself, but only the classifier. In this way, the approach 

remains valid for ageing stages. Thus, the contribution of this work is the proposal of a complete 

fault detection and diagnosis tool, which is robust to power demand and stack ageing, and use 



several diagnosis approaches [36]. The diagnosis tool is tested on five different faults that can 

greatly damage the fuel cell stack. These faults are related to a change in the temperature, 

relative humidity of the inlet gases, pressure and stoichiometry. In the following parts, the fault 

detection and isolation methods are described. The experiments carried out and the multiphysics 

model are then presented. Finally, the detection and the isolation results are displayed and 

discussed, first for a new fuel cell stack, and then for different ageing stages. 

 

2 Experimental 

2.1 Fault detection and isolation (FDI) method 

2.1.1 Proposed approach 

The classical model-based FDI [37] used in the present work is shown in Figure 1. This method 

consists of running a fixed model in parallel with the real system. Then, the outputs predicted 

by the model are subtracted from the same measured quantities of the real system to calculate 

the residuals. If the model and the real system receive the same inputs and the operating 

conditions are nominal, the residuals should be zero. However, it never happens because of 

modelling assumptions, model uncertainties and measurement noise. In addition, when a fault 

occurs the magnitude of one or more residuals increases. Thus, a fault is detected when the 

absolute value of one or more residuals is higher than a threshold value that has to be 

determined. The residuals which correspond to detected faults can be directly used to identify 

the faulty operating condition. 

2.1.2 Residual generation 

The originality of our proposed approach lies in the generation of the residuals. The model used 

in this work is the MEPHYSTO-FC [12,35], a complex multiphysics and multiscale model that 

has been designed to characterise fuel cells. It is a 2D+0D fuel cell model based on lumped and 



bond graph approaches. It takes into account gas diffusion, two phases flow, heat transfer and 

electrochemistry. The complex in-plane serpentine flow field of the bipolar plates can be 

modelled in 2D. The through-plane species transports are modelled in 1D (no in-plane transport 

in the GDL and catalyst layer). MEPHYSTO-FC is used to calculate the local conditions and 

current distribution over the surface of the cell in response to dynamic operating conditions. 

Degradation mechanisms are added (by bottom-up of top-down approach) to calculate the fuel 

cell lifetime under dynamic load cycles. The model can compute both the output voltage Uest, 

and the high frequency resistance Rhf est. During operation, the fuel cell stack provides current 

to the load whereas its internal operating conditions (pressure, stoichiometry, temperature) are 

regulated by the stack system. Moreover during simulation, the model only takes into account 

the measured current provided to the load, all other operating conditions being considered as 

nominal. The other data that could also be collected, such as actuator or sensor values, are not 

used as model inputs because they can cause faulty operating conditions. The residuals r are 

defined as the difference between the measured values and the estimated using Eq.1 : 

𝑟 = 	 $
𝑟!
𝑟"% = &

𝑈#$%& − 𝑈$&'

𝑅ℎ𝑓	#$%& − 𝑅ℎ𝑓	$&'
,	 

(1)  

where U is the cell voltage, Rhf the high frequency resistance, and exponents meas and est refer 

to measured and estimated values respectively.c 

2.1.3 Detection step 

To evaluate whether the residual value indicates a faulty case or not, a threshold value has to 

be determined, indicating the limit between faulty and normal case.  To that end, a Receiver 

Operating Characteristics (ROC) graph has been used. ROC graphs are useful for characterizing 

and visualizing the performance of a detection algorithm [38]. The principle of the method is 

given below. To account both for model uncertainties and measurement noise, the residuals 

have to be characterized by their probability density functions under the hypotheses of “fault” 

and “no fault”, as sketched for one residual in Figure 2. The blue curve represents the 



probability density function in nominal operating conditions, whereas the orange one represents 

a faulty case. It can be seen that the supports of the two probability density functions (pdf) are 

not completely disjoint, leading to possible false decisions. Thus, to decide whether there is a 

fault or not, a threshold, represented by a black line, is used. The algorithm detects a fault when 

the absolute value of the residual is higher than the threshold value. The probability to detect 

correctly a fault is represented by the area below the pdf and above the threshold, noted TP or 

“True Positive” probability. However, above the threshold, there is also a part of the blue curve 

(i.e. the residual pdf for nominal conditions) that is non-zero, which leads to False Positive 

decisions, and the blue area represents the “False Positive” probability (FP). Similarly, below 

the threshold, the algorithm does not detect a fault. If there is indeed no fault, this leads to a 

“True Negative” event (TN) whose probability is given by the area under the blue pdf and below 

the threshold value. Otherwise, it is a False Negative (FN) event whose probability is 

represented by the orange area. Based on these probabilities, a ROC curve can be plotted (Figure 

3). The ROC curve plots parametrically true positive probability (TP) versus false positive 

probability (FP) with threshold as a varying parameter [39]. The Area Under Curve (AUC) is 

computed to assess the efficiency of the detection. The best possible detection method would 

yield a point in the upper left corner or coordinate (0,1) of the ROC space, representing no false 

negatives and 100% true positives. A random guess would give a point along a diagonal line. 

Based on these considerations, it is thus possible (i) to assess the quality of a residual for fault 

detection purposes and (ii) to adjust the threshold values in order to obtain trade-off between 

benefits (true positives) and costs (false positives). 

2.1.4 Isolation step 

Once defaults are detected, they are isolated by a supervised classifier. The k Nearest 

Neighbours classifier (k-NN) [40] is chosen for several reasons. The first one is that in the 

residual space, the separations between classes are non-linear. Secondly, assumptions on the 



repartition probability of the points in the residual space are difficult to make. Finally, k-NN 

algorithm is easy to implement because there is only one integer parameter (k) to set. The 

approach [41] achieves the classification goal by creating a residual space, with r2 on x-axis and 

r1 on y-axis. All the training data are represented in this space. When a new data has to be 

classified, the distances to all the training data are computed. Then, the k nearest instances are 

selected and the class that have the most instances in this group is chosen as the class of the 

new data. To be relevant, the database must be representative of all possible faults. To that end, 

it would have been possible to use part of the experimental measurements. But in that case, it 

would imply having sufficient data, which may not be relevant for on-line diagnosis. Moreover, 

the model would no more be used. Therefore, we have chosen to build the training database by 

simulating the model at different operating conditions. Consequently, the test date set, that is 

experimental data are completely different from the training data set, based on simulation, 

ensuring a strong evaluation of the procedure performance, and thus validating the method 

relevancy.The training data are labelled with faulty operating conditions as in Eq. 2: 

𝑟(%)*'$&' =	-𝑂(%)*'$&' − 𝑂+$&'/	 (2)  

where 𝑂(%)*'$&'  is the model output estimated in faulty conditions and 𝑂+$&' the model output 

estimated in nominal conditions. 

 

 

 

 

2.2 Experimentation and model 

2.2.1 Experimentation 
 
Experimental test bench 



A PEM fuel cell stack designed for automotive application is used. The stack, based on stamped 

metallic bipolar plate, is composed of 20 cells with an active surface area of 220 cm². A test 

bench (Figure 4) is used to control precisely operating conditions during experiments such as 

humidity, stoichiometry, pressure and temperature. Impedance measurements are made using a 

commercial potentiostat (Autolab 302N form Ecochemie). 

Considered faults 

The nominal and abnormal operating conditions, considered as faults, are defined in Table 1. 

The five faulty operating conditions come from three sources:  

(i) Stack temperature decrease.  

(ii) Relative humidity of gases at the stack inlets (RH). A decrease leads to membrane drying 

whereas an increase to flooding. The relative humidity is supposed to be the same at the anode 

and cathode. 

Partial pressure of reactive gases (P), with two cases (decrease or increase). This fault 

corresponds to either a change in stoichiometry at the anode (Sta) or at the cathode (Stc). 

2.2.2 Data base at beginning of life 

The new fuel cell stack was first characterized by polarisation curves and broad-range 

impedance spectroscopy for normal and faulty operating conditions. For polarisation 

characterisations, the current density range is from 0 to 0.85 A.cm-2, insuring cell voltage above 

0.5V. EIS characterizations were carried out using an excitation sinusoidal current with 

amplitude variation of 10% around the DC current value. The frequency range was from 0.02Hz 

to 1kHz. Figure 5 shows Nyquist diagrams for three different relative humidity contents (RH), 

for a current density of 0.5 A.cm-2. The high frequency resistance Rhf meas is the impedance 

value measured when its imaginary part is zero. In the figure, one can verify that its value is 

sensitive to relative humidity variations, and that its value decreases when the relative humidity 

content (RH) increases: around 97 mΩ∙cm2.cell-1 for HR=25%, and 89 mΩ∙cm2.cell-1 for 

HR=50%. These measurements have been used for model parameter tuning and model 



validation. In order to obtain a database to evaluate the diagnostics algorithm performances, 

these experiments have been repeated with different operating conditions. The mean stack 

voltage and the high frequency resistance have been measured for three DC current density 

values: 0.25, 0.5 and 0.65 A.cm-2 and each abnormal operating condition. 

2.2.3 Experimental database on ageing stack 

Fuel cell ageing is carried out through endurance testing by applying FD-DLC (Fuel cell 

Dynamic Load Cycle), which characterises the demand in current of a driving car. Each cycle 

is 1180s long, that is about 20 minutes. The 800 first seconds correspond to urban usage whereas 

the last 380 seconds to extra-urban usage as shown in Figure 6(a). The mean cell voltage 

response is given in Figure 6(b). The fuel cell was degraded by applying FD-DLC cycles during 

1,000h with a current range from 0 to 1 A.cm-2 [35,42]. The resulting mean cell voltage is 

shown in Figure 7. During the first 100h, one can see the effect on voltage of the 

characterisations that have been previously conducted, which corresponds to the “beginning of 

life”. After this period, four ageing phases have been carried out and polarisation curves and 

EIS characterizations have been performed at the end of each one (300h, 600h, 800h and 

1,000h). For each one, the mean stack voltage and the high frequency resistance have been 

measured for three DC current density values (0.25, 0.5 and 0.65 A.cm-2) and normal and 

abnormal operating conditions. 

2.2.4 Model equations and validation at beginning of life 

Model equations 

The MEPHYSTO-FC model [12,35] is designed as follows. A main modelling hypothesis is to 

consider all the phenomena in the different cells are identical. The model is constituted of a set 

of transport and balance equations (mass and enthalpy balance are solved in each nodes) of the 

channels, GDL, and membrane. In the GDL, the transport equations are based on Maxwell-

Stefan equations for the gases and adding the formalism from [43] and Darcy equations for 

liquid water. Inside the membrane, the equations of water transport are based on diffusion and 



electro-osmosis mechanisms. Thermal aspects are also considered by solving enthalpy balances 

in each node in all the domains of the stack (bipolar plate, MEA, cooling circuit, terminal plate). 

From these equations, the electrochemical response of a cell to dynamic operating conditions 

can be determined. The voltage Uest is computed from the system of equation Eq. 3, derived 

from a semi-empirical relation issued from the Butler-Volmer equation [12,35]. The current on 

each cell (I) is the sum of the currents on each mesh (im). It is assumed to be equipotential along 

the surface of the cell, it means the voltage value is the same for all the meshes. 

0 𝐼 =2𝑖#
∀𝑚,𝑈$&' 	= (𝑈,$-	)# + 𝜂# − (𝑅/0#)# ⋅ 𝑖#

 (3) 	
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Where the subscript m indicates that it is the local value on the mesh, 𝑈$&' is the cell potential 

(V), Urev is the reversible cell potential from the thermodynamic equilibrium (V), η is the 

overpotential (V) with η≤ 0, Rohm is the specific ohmic resistance of the cell (Ω.m2), T is the 

local temperature (K), 𝑃1∗ is the partial pressure of the species k (O2, H2 or H2O) at the active 

layer interface (Pa), P0 is the standard pressure (Pa), I is the current (A), ECSA the 

ElectroChemical Surface Area (m2), σ is the protonic conductivity of the active layer (S.m-1).  

βk are semi-empirical coefficients (V or V.K-1 or m). 

The values of these parameters are computed by the model, except the β1 parameters which 

have to be tuned. To determine the value of the high frequency resistance, Uest is calculated first 

by the model, using the same excitation current signal as in experimentations. Then, the 



amplitude (ΔU) of the signal Uest  is computed using Fast Fourier Transform (FFT). Thus, the 

high frequency resistance is: 

𝑅ℎ𝑓$&' = ?
𝛥𝑈
𝛥𝐼 A (4)  

Model validation 

Polarisation curves measured on the new stack are used to fit the βk model parameters of the 

fuel cell stack. The method used to fit the parameters is detailed in [35] and the estimated 

parameter values are listed in Table 2. Polarisation curves from model simulation and 

experimental measurements with different operating conditions are shown in Figure 8(a). It can 

be seen that the model closely matches experimental data at beginning of life. As a mean error 

of 5 mV.cell-1 and a standard deviation of 5 mV.cell-1 are obtained, the model is considered to 

be validated. In order to validate the ability of the model to estimate high frequency resistance, 

experimental and model resistances are compared for different operating conditions. In Figure 

8(b) are plotted the experimental high frequency resistances against those obtained from the 

model. Nominal conditions are represented with green crosses and the faulty conditions by in 

red circles. The results show a mean difference of 0.003 Ω∙cm2.cell-1 with a standard deviation 

of 0.0065 Ω∙cm2.cell-1. Thus, the model can be used to estimate high frequency resistances. 

2.2.5 Model adaptation and validation for ageing stack 

The degradation of the fuel cell is modelled in order to predict the evolution of Uest during 

ageing, using [44] as a reference. The idea is to replace the local ElectroChemical Surface Area 

(ECSAm) in eq. 3 by a degradation rate τdegr,m of platinum dissolution depending on time. The 

new expressions of Xm(3) and Xm(7) of the model becomes then: 

𝑋#(3,7) = D𝑇#𝑙𝑛 D
𝑖#

𝐸𝐶𝑆𝐴_𝑖𝑛𝑖	. 𝜏7$8,,#
O ,

𝑖#
𝜎# ⋅ 𝐸𝑆𝐶𝐴_𝑖𝑛𝑖. 𝜏7$8,,#

O 
(5)  

Where the degradation rate τdegr  is defined as: 



τdegr=
ECSA(t)
ECSA_ini 

(6)  

With ECSA(t) the surface area at time t and ECSA_ini the surface area at the beginning of life. 

To evaluate the evolution of ECSA(t) with respect to time, a law, taken from [44], dependant 

on dissolution speed with particle size, temperature, potential, oxygen and vapor partial 

pressures is used and given below: 

Y
𝐸𝐶𝑆𝐴(𝑡) = 𝐸𝐶𝑆𝐴=+= −[ 𝜈7=&&
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(7)  

Where 𝜈7=&& is the dissolution speed, k is the direct reaction constant (𝑚𝑜𝑙 ⋅ 𝑚B" ⋅ 𝑠B!), R the 

perfect gas constant (J.mol-1.K-1), T the temperature (K), ΔGJ is the variation of free enthalpy 

required for a platinum atom extraction (J) calculated by Discrete Fourier Transform (DFT). 

ΔGKLKM = −2𝛼𝐹Δ𝜒 is the variation of free enthalpy required for a platinum atom oxidation (J) 

with 𝛼 the transfer coefficient, F the Faraday constant (C.mol-1) and Δ𝜒 the local potential in 

the inner layer (V). ΔG?KA = −𝛽	𝐸NO(𝑟P') is the variation of free enthalpy required for leaching 

of Pt2+ (J)  with 𝐸NO the Gibbs Thomson energy that depends on the radius of the platinum 

particle. 

After the adjustment of the parameters of the degradation rate (distribution of platinum 

particles, initial radius of platinum particles), the validity of the model during aging is tested by 

the evaluation of the maximum power delivered by the stack. Figure 9 shows this experimental 

power and the model estimation during ageing. The decrease of the power is globally properly 

described by the degradation laws, although it is underestimated at the end. 



3 Results and Discussion 

3.1 Results for a fuel cell at beginning of life 

In this part, the diagnosis methodology described in part 2 is applied.  

3.1.1 ROC curves 

The validated MEPHYSTO-FC model is now run with the three DC current density values: 

0.25, 0.5 and 0.65 A.cm-2, in nominal operating conditions. Thus, the estimated mean voltage 

and high frequency resistances are i𝑈$&' 𝑅ℎ𝑓$&'j = 𝑓(𝐼#$%&; 𝑇+; 𝑅𝐻+ ; 𝑃+ ; 𝑆𝑡%+; 𝑆𝑡Q+) 

where exponent est,  and meas refer to estimated, nominal and measured respectively, and 

subscripts  and  refer respectively to the anode and cathode. The residuals r1 and r2 are 

defined as the difference between the measured values and the estimated ones (Equation 1): 

𝑟 = 	 $
𝑟!
𝑟"% = &

𝑈#$%& − 𝑈$&'

𝑅ℎ𝑓	#$%& − 𝑅ℎ𝑓	$&'
,	 

 

where the measurements are issued from the experimental database taken at the beginning of 

the stack life (section 3.2). 

In order to assess the detection performances, two ROC curves are built, one with the residual 

r1 and the other with the residual r2. In Figure 10a, the ROC curve is plotted for the residual r1. 

As can be seen from the graph, good detection performances can be expected, that is confirmed 

by the fact that the Area Under Curve (AUC) is equal to 0.93. The range of threshold values 

has been taken from 1.6 mV.cell-1 to 50 mV.cell-1. It can be noted that the curve rises vertically 

from the threshold value of 50 mV.cell-1 to 10 mV.cell-1, indicating that there is no probability 

of false alarm, for the analysed experiment. Then the direction of the curve changes by taking 

a slight slope up to the threshold value of 1.6 mV.cell-1 for which no fault would be detected. 

Thus, the optimal threshold value of 10 mV.cell-1, which corresponds to the case for which the 

probability of detection is the highest while having no probability of false alarm, is chosen. The 

ROC curve is now plotted for the second residual r2 in Figure 10b. The Area Under Curve 

n

a c



(AUC) is 0.89, showing a good detection performance. The threshold is chosen at 8.8 

mΩ∙cm2.cell-1 in order to minimise the false positive probability. 

3.1.2 Fault detection results 

With the threshold values fixed previously, the probabilities of true detection for each faulty 

condition and based on the residual r1 are shown in Table 3. It can be seen that some of the 

faults are perfectly detected, such as pressure modifications (F4, F5) and a decrease of the inlet 

humidity (F3).  However, the faults that induce a flooding (F1, F2) are poorly detected. This 

can be explained by the fact that flooding has a weak impact on the stack voltage, and the 

residual r1 is thus not sensitive to these faults. Similarly, the probabilities of true detection for 

each faulty condition based on the residual r2 are shown in Table 4. For this residual, faults 

relating to humidity inlet and change of temperature (F1, F2 and F3) are perfectly detected, as 

well as F5, relating to an increase of partial pressure. However, the fault F4, relating to a 

decrease of partial pressure, is poorly detected. Consequently, none of the residuals can detect 

all the faults alone. But, considering both residuals together, the algorithm is able to detect 

100% of the faults without any false alarm. 

3.1.3 Classifier training 

The chosen method to isolate the detected faults is the k-NN classifier. To implement it, the 

first step is to generate a training database. As detailed in section 2.4, residuals were generated 

by replacing experimental measurements with model simulations in faulty operating conditions 

for three density current values (0.25 ; 0.5 and 0.65 A.cm-2). The advantage of proceeding this 

way is there is no need to have large amounts of data or to embed the model. Additionally, since 

the experimental data will be only used to assess the fault isolation performances, this approach 

will allow validating the method relevancy. Then, the estimated residuals 𝑟(%)*'$&'  were labelled 

with the five faulty operating conditions (F1 to F5) considered in our study. To be as close as 

possible from reality cases, the operating conditions are varied from the nominal conditions to 

the faulty operating conditions. For example, the fault F1 will take 10 temperature values, 



beginning from 80°C to 60°C in steps of 2°C, so that faults can be isolated over a large 

validation domain. Consequently, 46 different operating conditions labelled with the five faults 

are thus considered that are detailed in Table 5. The resulting training data set is presented in 

the residual plane shown in Figure 11. In this figure, the residuals r2 are represented on the x-

axis and the residuals r1 on the y-axis, so each estimated residuals 𝑟(%)*'$&'  of the database is 

represented by a point in the plane. The origin of the axes, the point (0,0) corresponds to the 

nominal case. The white rectangle represents the cases that are under the thresholds, thus the 

residuals that are inside this area are not detected as faults. The k-NN algorithm is then trained 

with the detected residuals to define the classification rules, which are represented by the 

coloured areas.  

3.1.4 Fault isolation results on real measurements 

Once trained on simulated data, the k-NN algorithm can be used to classify the experimental 

points obtained from real measurements ; its performance can then be assessed with a test data 

set (based on real measurements) completely different from the training set (based on 

simulation), which guarantees a sound performance evaluation procedure for the proposed 

classifier. The resulting residual plane is shown in Figure 12. In this figure, the points 

corresponding to the nominal operating conditions are marked with green asterisks and are as 

expected in the non-detected area. It can be noticed that there is neither false alarm nor missed 

detection. As intended, the detection algorithm detects all the faults. Concerning fault isolation, 

it can be seen that the faults F3 and F5 are properly isolated, whereas the other faults, that are 

F1, F2 and F4, are not perfectly classified. To go further, the confusion matrix of the classifier 

is shown in Table 6. In this table, the columns represent the predicted or estimated classes 

whereas the rows represent the actual classes. All correct predictions are located in the diagonal 

of the table (highlighted in bold), so the prediction errors are represented by values outside the 

diagonal. The confusion matrix shows three very high levels of isolation. Indeed, F2, F3 and 

F5 are correctly classified on more than 99% of the data. However, F1 and F4 are not so well 



isolated, with only 68% of isolation for F1 and 83% for F4. This means for the fault F4, which 

corresponds to the decrease of partial pressures, that 17% are classified as F1, which 

corresponds to temperature decrease. Similarly, for the data belonging to F1, 32% of the data 

are mistakenly classified as F2. This last confusion can be explained with a physical 

interpretation. In fact, both operating conditions (decrease of temperature and an increase in 

relative humidity of inlet gases) will induce flooding inside the cell. Therefore, the confusion 

between the two faults does not necessary be avoidable and the corrective action taken by the 

controller is expected to decrease flooding. At last, the global isolation average score is 91%, 

which can be thus considered as reliable. 

3.2 Results for the aged fuel cell 

3.2.1 Adaptation of the method to ageing  

The diagnostic method can now be tested with experimental measurements of aged fuel cell 

stack. The classification results obtained at 300h without ageing modelling are shown in Figure 

13. It can be seen that the residuals (even those obtained with the nominal operating conditions) 

all lie outside the nominal condition zone, which leads to the decision “fault detected” in each 

case, i.e. the probability of false alarm is 100%. In other words, this means that ageing modifies 

the fuel cell performances and that the model is thus no longer accurate enough for a correct 

detection. Thus, it is necessary to adapt the method. The model used is now the modified model 

for ageing stack and that includes the degradation rate tdegr, time-dependent value. The 

estimated mean voltage and high frequency resistances are computed with the adapted model 

for the three different DC current density values: 0.25, 0.5 and 0.65 A.cm-2, with nominal 

operating conditions. The measured mean voltage and high frequency resistances are taken 

from the entire experimental database, that is nominal and faulty operating conditions as well 

as at all ageing stages (beginning of life, 300h, 600h, 800h and 1,000h). Then, the new detection 

performances have to be characterized again and are thus visualized with ROC curves for both 

residuals r1 and r2. The ROC curve for the residual r1 is shown in Figure 14a. The Area Under 



Curve (AUC) is now 0.75, which is lower than 0.93 at beginning of life. It can be seen on the 

figure that keeping the threshold value at 10mV will lead to 10% of false alarms. It is thus no 

longer appropriate and a value of 11mV seems more suitable, which decreases the number of 

false alarms to 5%. However, by doing this, the probability of true fault detection is reduced by 

3%, from 54% to 51%. The ROC curve for the residual r2 is shown in Figure 14b. This time the 

Area Under Curve (AUC) remains high with the value 0.93, showing that the detection still 

stands very good. Additionally, the threshold value can be kept at 8.8 mΩ∙cm2.cell-1, value that 

minimises the false positive probability, but with a detection score of 46% only. This detection 

score may be increased to 67% by choosing a threshold value of 5 mΩ∙cm2.cell-1, but this would 

induce some false alarms (2.5%). Finally, thresholds were reassessed at 11mV.cell-1 for r1 and 

kept at 8.8 mΩ∙cm2.cell-1 for r2. 

3.2.2 Detection results  

With the previous threshold values, the detection algorithm is applied during ageing and the 

resulting detection performances are detailed in Table 7. It can be seen that during the entire 

lifetime of the fuel cell, the probability of false alarm is only 5%. Looking further at different 

stack ageing, there is no false alarm except at 1000h, where it raises to 33%. This can be 

interpreted by considering that the model is no more valid even under nominal conditions. It 

can be seen for the case with all experiments that the true detection probability is 100% for F3 

and F5, but only 61% for F1 and 44% for F2. The probability of the algorithm to miss the 

detection of these faults is high. These performances could be easily improved by changing the 

threshold of r2 to 5mΩ∙cm2.cell-1. Then, the new probabilities of true detection would be 67% 

for F1 and 81% for F2. However, performance improvement is not only a threshold level issue 

and the way to improve the algorithm can be discussed. The first thing to do would be to exploit 

the fact that voltage and high frequency resistance are not independent and use it for fault 

detection. Another way would be to improve the model accuracy so as to enhance detection 

performances and thus to reduce the probability of missed detection. Finally, considering that 



the chosen indicators, i.e. voltage and high frequency resistance, are not sufficiently sensitive 

to faults F1 and F2, new features may also be found. However, the purpose of this study is to 

explore a new methodology, and in that way the results are sufficient to validate the relevancy 

of the approach. 

3.2.3 Isolation  

The detected faults are now isolated thanks to the same k-NN classifier used at the stack 

beginning of life. The resulting residual plane is shown in Figure 15. It should be noted that the 

nominal case as well as some faults F1 and F2 are in the non-detected area, which is consistent 

with the detection results. Moreover, as for the beginning of stack life, the classifier correctly 

identifies the faults F3 and F5, but not F1, F2 and F4. More precise results are shown in Table 

8, which represents the confusion matrix obtained for the entire data. The results shown in Table 

8 are consistent with those at beginning of life (Table 6). It can be seen that faults F3 and F5 are 

again properly isolated with a high-level score. The F1 and F4 faults, which had previously the 

worst isolation scores, have now an even worse score compared with the beginning of life (true 

positive from 68% to 40% for F1 and 83% to 63% for F4). Moreover, the F2 fault is also poorly 

isolated with a true positive score of 40%. Thus, the table highlights three confusions on fault 

isolation: F1 considered as F4 fault, F2 as F1 and F4 as F3. However, confusion between the 

faults F2 and F1 was already present at the beginning of the stack life, and as both will induce 

flooding inside the cell, this does not necessary have to be avoided. However, the two other 

confusions, F1 taken for F4 and F4 taken for F3, are more inconvenient and a wrong decision 

on the stack may worsen the fault. 

4 Conclusions 

In this work, a model-based methodology for fault detection and isolation robust to dynamic 

operating conditions and stack ageing was proposed. The methodology is divided into three 

steps (residual generation, fault detection and fault isolation) which have been developed first 



for fuel cell at beginning of life and then adapted for ageing fuel cell. Performances were 

estimated for five abnormal operating conditions considered as faults thanks to 

experimentations that were carried out during 1,000h, with periodically characterisations in 

abnormal operating conditions. Following the model-based fault detection method, the 

MEPHYSTO-FC model is used to compute the residuals based on voltage and high frequency 

resistance. At the fuel cell’s beginning of life, the ROC curves allowed setting the thresholds 

so that there is no false alarm. The results on the detection probabilities show that faults F1, F2 

and F4 are the least well detected and that the two residues must be used to obtain 100% 

detection. These detected faults are then isolated by the classifier. The results gives that no false 

alarm occurs and fault isolation is perfect (100%) except for F1 (68%) and F4 (83%). During 

ageing, experimental results show that without any adaptation, detection drops dramatically to 

0% right from 300h. Consequently, the model is used with ageing mechanisms and the 

thresholds are adjusted. Thanks to these improvements, probability of false alarm remains 

globally very low (5%). Faults F3 and F5 were properly detected and isolated during the whole 

life of the stack. Fault F4 was detected on 86% of the whole data and properly isolated in more 

than 60% of the detected cases. However, faults F1 and F2 were poorly diagnosed with large 

confusion between these faults. However, this confusion can be physically explained. The other 

confusions (F1 taken for F4 and F4 taken for F3) have to be avoided, and to that aim, two kinds 

of research could be developed, that are model improvement and new indicators seeking. 

Notwithstanding these points of improvement, this method has however proved its robustness 

towards ageing and it can be concluded that the proposed approach is reliable for fault detection 

and isolation in dynamical and ageing conditions. 
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Figure Captions 
 
Figure 1: Diagnosis method  

Figure 2 : Probability density function of a residual under nominal and faulty condition 

Figure 3 : ROC curve - True positive probability against false positive probability for 

different threshold values 

Figure 4: Fuel cell test stack on the test bench 

Figure 5:  EIS at 0.5A.cm-2 for nominal and faulty relative humidity values 

Figure 6 : FD-DLC cycle applied to the stack (a) Driving current demand (b) Mean voltage 

response 

Figure 7 : Mean cell voltage during the 1000h-long experiment and characterization times 

Figure 8: Validation of the model: (a) polarization curves during faults F4, F5 and nominal 

conditions at beginning of life (b) comparison between model and experimental 

high frequency resistances 

Figure 9 : Validation of the aging dependency of the model  

Figure 10: ROC curve - Performance of residuals to detect faulty conditions based on (a) the 

first residual r1 and (b) the second residual r2 

Figure 11 : Training data and classification areas 

Figure 12:  Detection residual space and residuals obtained during the experiments 

Figure 13: Isolation without ageing modelling at 300h 

Figure 14 : ROC curve with aged data (a) the first residual r1 and (b) the second residual r2 

Figure 15 : Isolation results for all data 

  



Table Captions 
 
Table 1. Nominal and faulty operating conditions 

Table 2. Electrochemical parameters of the model 

Table 3. Detection probabilities based on the residual r1 for each faulty condition 

Table 4. Detection probabilities based on the residual r2 for each faulty condition 

Table 5.  Operating conditions of training data  

Table 6. Confusion Matrix : fault isolation results 

Table 7. Detection probabilities during ageing (r1=11mV.cell-1; r2=8.8 mΩ∙cm2.cell-1) 

Table 8. Confusion Matrix for the aged data 

  



Table 1 Nominal and faulty operating conditions. 

Fault Name Faulty Operating Conditions 

Nominal: T=80° C, RH=50%, P=1.5 105 Pa, Sta = 1.5, Stc = 2 

F1 Temperature decrease  T=60°C 

F2 Flooding RH=75% 

F3 Drying RH=25% 

F4 Partial Pressure decrease  
P=1.2 105 Pa, Sta = 1.2 

P=1.2 105 Pa, Stc = 1.5 

F5 Partial Pressure increase 
P=2.5 105 Pa, Sta = 2 

P=2.5 105 Pa, Stc = 2.5 
 
 

  



Table 2. Electrochemical parameters of the model 

 

β1 β2 β3 β4 β5 β6 β7 

-1.22 3.1 10-3 -1.35 10-1 6.42 10-2 0 -3.15 10-2 0 

 
 
 
 
  



Table 3. Detection probabilities based on the residual r1 for each faulty condition 

 

 

Fault F1 F2 F3 F4 F5 

Detection 66% 33% 100% 100% 100% 

 
 
 
  



Table 4. Detection probabilities based on the residual r2 for each faulty condition 

 

 

Fault F1 F2 F3 F4 F5 

Detection 100% 100% 100% 46% 100% 

 
 
 
 
 
 
  



Table 5.  Operating conditions of training data 

 

Fault Faulty value Operating conditions interval Step 

F1 T = 80°C T = [60°C ; 80°C] 2°C 

F2 RH = 75% RH = [50% ; 80%] 5% 

F3 RH = 25% RH = [20% ; 50%] 5% 

F4 Sta = 1.2 

Stc = 1.5 

Sta = [1.2 ; 1.5] 

Stc = [1.5 ; 2] 
0.05 

F5 Sta = 2 

Stc = 2.5 
Sta = [1.5 ; 1.2] 
Stc = [2 ; 2.5] 

0.05 

 

 
  



Table 6. Confusion Matrix : fault isolation results 

 
  Predicted classes 

  F1 F2 F3 F4 F5 

 

 

Actual classes 

F1 68% 32% 0% 0% 0% 

F2 0.7% 99.3% 0% 0% 0% 

F3 0% 0% 100% 0% 0% 

F4 17% 0% 0% 83% 0% 

F5 0% 0.7% 0% 0% 99.3% 

 

  



Table 7. Detection probabilities during ageing (r1=11mV.cell-1; r2=8.8 mΩ∙cm2.cell-1) 

 

 Nominal F1 F2 F3 F4 F5 

All 95% 61% 44% 100% 86% 100% 

0h 100% 79% 100% 100% 100% 100% 

300h 100% 45% 33% 100% 50% 100% 

600h 100% 67% 29% 100% 100% 100% 

800h 100% 61% 32% 100% 100% 100% 

1,000h 67% - 33% 100% 100% 100% 

 

  



Table 8. Confusion Matrix for the aged data 

 
  Predicted classes 

  F1 F2 F3 F4 F5 

 

 

Actual classes 

F1 40% 1% 1% 58% 0% 

F2 60% 40% 0% 0% 0% 

F3 0% 0% 100% 0% 0% 

F4 1% 0% 36% 63% 0% 

F5 0% 0% 0% 0% 100% 

 
 
 

  



Figure 1 - Diagnosis method 
 
 
 

 
 
  



Figure 2 - Probability density function of a residual under nominal and faulty condition 
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Figure 3 - ROC curve - True positive probability against false positive probability for 
different threshold values 
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Figure 4 - Fuel cell test stack on the test bench 
 

 
 

  



Figure 5 - EIS at 0.5A.cm-2 for nominal and faulty relative humidity values 
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Figure 6 - FD-DLC cycle applied to the stack (a) Driving current demand (b) Mean voltage 

response 

 
 

 
 

  

0 200 400 600 800 1000 1200
Time / s

0

0.2

0.4

0.6

0.8

1

C
ur

re
nt

 d
en

si
ty

 / 
A

 c
m

-2
Urban

Extra-urbana)

0 200 400 600 800 1000 1200
Time / s

0.6

0.7

0.8

0.9

1

M
ea

n 
vo

lta
ge

 / 
V Voltage at OCV

b)



Figure 7 - Mean cell voltage during the 1000h-long experiment and characterization times 
 

 
 

  



Figure 8 - Validation of the model: (a) polarization curves during faults F4, F5 and nominal 
conditions at beginning of life (b) comparison between model and experimental high 

frequency resistances 
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Figure 9 - Validation of the aging dependency of the model 
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Figure 10 - ROC curve - Performance of residuals to detect faulty conditions based on (a) the 
first residual r1 and (b) the second residual r2 
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Figure 11 - Training data and classification areas 
 

 
 

  



Figure 12 - Detection residual space and residuals obtained during the experiments 
 

 
 

  



Figure 13 - Isolation without ageing modelling at 300h 
 

 
 

  



Figure 14 - ROC curve with aged data (a) the first residual r1 and (b) the second residual r2 
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Figure 15 - Isolation results for all data 
 

 


