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Fault Zone Imaging from Correlations of Aftershock Waveforms

GREGOR HILLERS
1,2 and MICHEL CAMPILLO

1,3

Abstract—We image an active fault zone environment using
cross correlations of 154 15 s long 1992 Landers earthquake
aftershock seismograms recorded along a line array. A group
velocity and phase velocity dispersion analysis of the reconstructed
Rayleigh waves and Love waves yields shear wave velocity images
of the top 100 m along the 800 m long array that consists of 22 three
component stations. Estimates of the position, width, and seismic
velocity of a low-velocity zone are in good agreement with the
Þndings of previous fault zone trapped waves studies. Our preferred
solution indicates the zone is offset from the surface break to the
east, 100Ð200 m wide, and characterized by a 30% velocity
reduction. Imaging in the 2Ð6 Hz range resolves further a high-
velocity body of similar width to the west of the fault break.
Symmetry and shape of zero-lag correlation Þelds or focal spots
indicate a frequency and position dependent waveÞeld composition.
At frequencies greater than 4 Hz surface wave propagation domi-
nates, whereas at lower frequencies the correlation Þeld also
exhibits signatures of body waves that likely interact with the high-
velocity zone. The polarization and late arrival times of coherent
wavefronts observed above the low-velocity zone indicate reßec-
tions associated with velocity contrasts in the fault zone
environment. Our study highlights the utility of the high-frequency
correlation waveÞeld obtained from records of local and regional
seismicity. The approach does not depend on knowledge of earth-
quake source parameters, which suggests the method can return
images quickly during aftershock campaigns to guide network
updates for optimal coverage of interesting geological features.

Key words: Fault zones, Imaging, Surface waves, Cross-
correlation, Aftershocks.

1. Introduction

Crustal fault zones are important structures in the
global tectonic framework because they accommo-
date a signiÞcant portion of the relative plate motion

through earthquakes or aseismic deformation. The
fault zone history governs the present day mechanical
fault properties which in turn control the spatial and
temporal variations of earthquake properties, slip
modes, and seismicity and deformation patterns.
Imaging the fault zone architecture is, therefore,
important for the understanding of fault and rupture
behavior, and for the associated hazard and ground
motion scenarios. Multi-scale resolution of the hier-
archical fault structure requires an array of
complementary investigation methods. Geological
and paleoseismological mapping, microscopy, labo-
ratory testing of fault zone rocks, air- and space-
borne geodesy, and subsurface imaging using geo-
physical potential-Þeld methods can all contribute to
a comprehensive characterization of structural fault
properties. Observational seismology locates
hypocenters of earthquakes, tectonic tremor, and low-
frequency earthquakes that can illuminate active fault
structure at depth. The mapping of earthquake source
parameters yields further insight into the regional
deformation or faulting style, the governing stress
regime, and fault strength.

Seismological imaging techniques for the study of
fault zone environments include regional earthquake
travel time and adjoint tomography (Thurber et al.
2006; Hong and Menke2006; Tape et al. 2009;
Allam and Ben-Zion2012), teleseismic arrival time
analysis (Ozakin et al.2012), and reßection seismics
(Rempe et al.2013). Deterministic signals recon-
structed from the ambient seismic Þeld extend the
range of observables (Roux2009; Zigone et al.2015;
Nakata et al.2015; Fang et al.2016). While regional
tomography resolves the broader velocity structure
around a fault, the used wavelengths and the regu-
larization scales in the inversion schemes typically
prohibit a high resolution of strong velocity gradients
and localized fault interfaces.
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Better constraints on small-scale velocity varia-
tions associated with important structural and
mechanical units such as fault cores or primary slip
surfaces can be obtained from fault zone waves.
These included head waves that refract along sharp
impedance contrasts and are thus an important indi-
cator of bimaterial interfaces (Ben-Zion et al.1992;
McGuire and Ben-Zion2005; Allam et al.2014). The
associated fault segments between different materials
tend to evolve skewed rupture directivity patterns that
lead to asymmetric ground motion distributions
(Andrews and Ben-Zion1997; Kurzon et al.2014).
Trapped or guided fault zone waves propagate along
sufÞciently continuous low-velocity waveguides that
are the seismic signature of fault damage zones (Li
et al.1990; Ben-Zion and Aki1990; Igel et al.1997;
Ben-Zion 1998; Haberland et al.2003). The extent
and degree of damage around active faults control co-
seismic near-fault yielding, and can thus have a
strong effect on the shaking intensity even at rela-
tively large distances from the fault (Ma and Andrews
2010; Gabriel et al.2013; Roten et al.2014). Local
body wave patterns from fault zone arrays (Yang and
Zhu 2010; Yang et al.2011, 2014) can further con-
strain average geometrical and mechanical properties
of such low-velocity damage zones.

Very dense arrays deployed in faulting areas
consisting of many hundreds of stations (Lin et al.
2013; Ben-Zion et al.2015) naturally increase the
resolution of tomographic images. They allow the
reconstruction of additional observables including
multiple reßected phases, attenuation coefÞcients,
and refocusing phenomena (Hillers et al.2014; Liu
et al. 2015; Hillers and Campillo2016; Hillers et al.
2016), and underpin the development of new methods
for studying the anatomy of complex fault zone
waveÞelds (Roux et al.2016).

Here we extend the use of earthquake array
records for fault zone imaging. We reconstruct
deterministic phases from multiple scattered wave-
Þelds by cross-correlating complete seismograms
(Campillo and Paul2003; Paul et al.2005; Roux and
Ben-Zion 2014; Chaput et al. 2015; Hillers and
Campillo 2016) of aftershocks associated with the
1992 Mw 7.3 Landers earthquake. The events were
recorded by an approximately 800 m long fault-nor-
mal line array consisting of 22 three component

sensors. We make a 2D surface wave tomography
based on the reconstructed high-frequency (1Ð6 Hz)
waveÞeld to image the shear wave velocity distribu-
tion in the top 100 m around the Landers earthquake
fault, California. We resolve a 100Ð200 m wide low-
velocity zone and an adjacent high-velocity body of
similar width that does not break the surface. Prop-
erties of other features in the cross-correlation
waveÞeld are used as additional indicators of propa-
gation characteristics. The analysis of the zero-lag
correlation amplitude distributionÑalso referred to as
focal spotÑgives further clues on the variable
waveÞeld constituents along the line. Longitudinally
polarized coherent wavefronts that arrive after the
direct surface wave in the correlation functions
indicate body wave energy that is reßected off
impedance contrasts associated with the low-velocity
zone. The velocity contrast and the position and
width of the imaged low-velocity zone are compati-
ble with estimates from fault zone wave studies using
the same data set (Li et al.1994a, b, 2007; Peng et al.
2003). Considering the different trajectories, sensi-
tivities, and resolution of fault zone waves and the
surface waves analyzed here, this general consistency
implies that correlation functions obtained from
complete seismograms constitute a useful basis for
high-frequency imaging.

The paper consists of two main parts. In the next
Sect.2 we describe the data, details of the method-
ology, and the main results. This part covers the
earthquake data set, the construction of the correla-
tion functions, the surface wave group and phase
velocity dispersion analysis, the shear wave velocity
inversion using a neighborhood algorithm and a lin-
earized inversion, and the focal spot analysis. The
second part in Sects.3 and4 includes the discussion
and interpretation of the results, and refers in more
detail to the Þgures introduced in Sect.2.

2. Data and Methods

2.1. Data and Basic Features of Cross-correlation
Functions

We process seismograms from 207 aftershocks
recorded between 109 and 112 days after theMw 7.3

G. Hillers, M. Campillo



strike-slip Landers earthquake that occurred on 28
June 1992 in the Eastern California shear zone
(Fig. 1a, Hauksson et al.1993; Wald and Heaton
1994). The aftershocks in the magnitude range 0.5 to
3.1 scatter mainly along the north-south trending
rupture (Fig. 1b) between the surface and 15 km
depth (Peng et al.2003). Triggered seismograms
were recorded by a line array consisting of 22 2-Hz
three component Sercel L-22 sensors (Fig.1c). The
line was installed along an east-west running road. It
crosses the Johnson Valley fault segment about
10 km to the north of the southern rupture tip and
3 km to the south of the Kickapoo fault in the step-
over between the Johnson Valley and the Homestead
Valley segments. The line is 785 m long and extends
from x ¼ � 454 m to x ¼ 331 m relative to the
rupture surface break atx ¼ 0 m (Fig. 1c). Nominal

inter-station distances along the array vary between
80, 40, and 20 m. The database containsP-wave and
S-wave arrival time information. Waveforms begin
generally 10 s before theP-wave onset and the
seismogram length varies between 7 and 60 s. The
sample rate is 100 Hz. The array-average signal-to-
noise ratio of the wave trains (Fig.1d), where noise is
the pre-P-wave arrival data, is around 25 dB in the
2Ð30 Hz range (Fig.1e).

For each event, we cut 15 s windows from the
seismograms recorded at all stations beginning 1 s
before the earliestP-wave arrival. Data from 53
events are discarded because of inconsistent record
lengths. We whiten the spectra of the windowed
seismograms between 0.5 and 20 Hz. The time series
are then 1-bit clipped, bandpass Þltered again
between 0.5 and 20 Hz, and tapered. 1-bit clipping
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Figure 1
a Location of the study area.b Map of the study area. Red circles indicate the epicenters of the 154 events used in the analysis. Gray lines
show mapped fault traces. Black lines indicate the surface rupture of the Landers earthquake. The blowup inc shows the line array on top of
the mapped surface break.d Vertical-component waveforms Þltered between 0.5 and 20 Hz. The event occurred four kilometers south of the
array in close proximity to the fault. The low-velocity waveguide aroundx ¼ 100 m is indicated by the large amplitude wave trains at 3Ð5 s.
The inset shows the 22 15 s long seismograms plotted on top of each other. This representation shows scattered energy exceeds the noise level
beyond 15 s.e Signal-to-noise ratio of earthquake signals with respect to pre-P wave arrival noise. Black, red, and blue color areZ, E, and

N component data, and solid and dashed lines indicate the mean and one standard deviation, respectively
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is a standard procedure in ambient noise correlation
processing to account for amplitude variability in
long ground motion records (Campillo and Roux
2015), and is used here to balance the intensity decay
in the earthquake coda (Campillo and Paul2003).
Cross-correlations are computed between all stations,
and for all combinations of the vertical (Z), radial (R),
and transversal (T) components. The resulting 154
correlation functions associated with each individual
aftershock are then stacked for each station pair and
component pair. The convergence characteristics

depend on distance, component pair, and frequency
(Fig. 2). Generally about 100 events have to be
stacked for sufÞciently converged GreenÕs function
estimates.

The correlation waveÞelds (Fig.3) exhibit three
main features. First, the typical move-out pattern of a
propagating Rayleigh wave emerges in the ZZ, ZR
(Fig. 3a, c, e, f), RZ, and RR correlations, and the
Love wave is reconstructed in the TT correlations
(Fig. 3b). The main observations of the fault-normal
velocity structure are obtained from these signals by
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Figure 2
a Convergence of the ZZ cross-correlation (1.5Ð6 Hz) between stations located atx ¼ � 289 m,x ¼ 124 m. The numbers on the left indicate
the number of correlations that contribute to the stack. Black and red data indicate the chronological and the reversed evolution, respectively.
The black trace on top is the Þnal stack of 154 correlations. The blue trace is the time-ßipped negative part.b Stack evolution considering
events occurring to the south (black) or north (red) of the line array. The smaller number of events to the south controls the shown evolution
range.c Evolution of the similarity to the Þnal stack. Black and blue data correspond to waveforms in a½�4; 4� s and½�2; 2� s window,
respectively. Gray areas depict one standard deviation. The three populations correspond to three inter-station distance ranges bounded by

100, 300, and 1000 m
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means of a dispersion analysis of surface wave group
velocity,U, and phase velocity,c (Figs.4, 5). Second,
the small inter-station distances relative to the
wavelength resolve the refocusingÑin contrast to
the propagatingÑwaveÞeld. Refocusing results in the
large-amplitude focal spot, i.e., the zero-lag correla-
tion amplitude pattern, in Fig.3a, b, e (Hillers et al.
2014) (the different behavior of the ZR case in Fig.3f
is discussed below). Properties of clean focal spots
can be used for inversion-free imaging. Here, how-
ever, the limited spatial sampling of the waveÞeld

prohibits wavenumber Þltering for accurate surface
wave phase velocity estimates (Hillers et al.2016).
Instead, the spatially variable spot symmetry is used
as a marker of waveÞeld properties along the array.
The third feature in the correlation waveÞelds are
reßected phases that arrive after the surface waves.
Some of these phases are highlighted in Fig.3a, e, f.
A quantitative analysis of these signals is beyond the
scope of this work, but basic properties such as their
polarization state (Fig.3c, g) are considered in the
discussion of the fault zone environment.
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Figure 3
a ZZ correlation waveÞeld, 1.5Ð3 Hz. The triangle indicates the position of the reference station. The highlighted segments are used in the
particle motion displays to the right. These waveforms appear at negative and positive lags. We choose to highlight the arrivals on the side
with better signal-to-noise ratio.b TT correlation waveÞeld, 1.5Ð3 Hz.c Linear particle motion of the reßected wavefronts. These are the
highlighted segments around� 2 s in a. This is reßected energy associated with a virtual source located at 330 m. It arrives after the direct
wave at stations located above the low-velocity zone.d Elliptical particle motion of the direct Rayleigh wave corresponding to the highlighted
segments around� 0:5 s ina. Note the linear polarization of waves aroundx ¼ � 150 m indicated by the asterisk.e ZZ andf ZR correlation
waveÞeld, 2Ð4 Hz.g Elliptical particle motion of the reßected wavefronts, corresponding to the highlighted segments around 2 s ine and
f. The focal spot is the amplitude distribution along zero-lag time. Amplitudes are scaled by the maximum value in each panel. Peak focal spot

amplitudes differ for different components (see also Fig.11)
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2.2. Group Velocity Dispersion Analysis

The dispersion analysis follows Zigone et al.
(2015) who imaged the southern California plate

boundary region using surface waves constructed
from ambient noise correlations. A frequency-time
analysis estimates fundamental mode Rayleigh wave
group velocity dispersion curvesURðf Þ (Fig. 4)
betweenf ¼ 1 and 6 Hz in 0.05 Hz increments from
the ZZ, ZR, RZ, and RR correlations. The eight
dispersion curves obtained from the four correlations
at negative and positive lag times are logarithmically
stacked (Campillo et al.1996). The resulting ampli-
tudes are in the 0Ð1 range. We consider only curve
segments with amplitudes larger than 0.5, if the
corresponding velocities are in the 0.15Ð2.5 km/s
range, and at inter-station distances larger than one
wavelength,k. The velocity limits discard extreme
outliers but at the same time safely exceed the values
found after the inversion. We use the rather short far
Þeld limit deÞnition of one wavelength to increase
the range of usable data. We demonstrate below that
the obtained results do not change when we adopt a
more conservative value. The resulting continuous
dispersion curve segments must cover a frequency
range of at least 1 Hz.

To estimate inter-station group velocitiesm from
the travel time datad, we use a linearized, damped
least squares inversion approach (Tarantola and

Figure 4
Rayleigh wave group velocity dispersion curve in the time-
frequency domain for two stations located atx ¼ � 289 m and
x ¼ 124 m. The colors indicate amplitude after logarithmic stack-
ing of negative-lag and positive-lag ZZ, ZR, RZ, and RR
correlation waveforms. The black contour indicates the 0.5
threshold described in the text. The white section of the peak-
amplitude line indicates data used in the analysis. The 1k distance

threshold applies below 1.8 Hz
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Figure 5
Illustration of the phase velocity measurement. SA and SB are the cross-correlation functions between the source station S and two
neighboring stations A and B. The waveforms are positive-lag RR correlations, Gaussian Þltered around the central frequencyfc ¼ 2:2 Hz.
Blue and red lines highlight the windowed and tapered sections of the grey waveforms. The dark grey line is the product of the two function
envelopes. The taper has a width of 3=fc and is centered on the peak of the envelope product. The dashed red waveform is shifted relative to
the original solid red waveform bydtAB ¼ 0:045 s, the travel time difference between A and B estimated with the correlation coefÞcientcc
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Valette1982) for the solution ofd ¼ Gm, where the
matrix G contains the inter-station distances. The
solution depends on the model covariance matrix that
is governed by some correlation lengthK and the

model variancer . There is signiÞcant trade-off
among these parameters due to the nonuniform
inter-station distances and the strong lateral velocity
variations. The chosen values ofK and r lead to a
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favorite URðx; f Þ model (Fig. 6a) that exhibits the
essential features found in the many models obtained
by combining a wide range ofK and r values. This
ÔsteeringÕ is also supported by reproducing the very
same key structural units in models that are obtained
from various database subsets missing any one to Þve
stations. Finally, the results of this expert opinion-
based approach are compatible with the Þndings of a
more formal analysis of the misÞt reduction based on
L-curve properties (Hansen1992).

Quality control measures along the inversion
scheme reduce the usable frequency range to 1.8Ð
5.8 Hz. The dispersion curvesURðf Þat each of the 21
inter-station midpoints or cells are smoothed with a
0.3 Hz running average. Last, we interpolate the
URðxÞ proÞles at each frequency along a line with
regular 5 m spacing. The resulting Rayleigh wave
group velocity distributionsURðx; f Þ are shown in
Fig. 6a.

We repeated theUR analysis using a 2k far Þeld
deÞnition (Fig.6b). The usable frequency range and
the number of estimates per frequency is reduced, but
the pattern of the obtained velocity variations is very
similar to the adopted 1k threshold. This indicates
that the 1k-based results are relatively robust and not
systematically biased through body wave energy
characterized by small wavenumbers.

The same procedure is applied to TT correlations,
yielding Love wave group velocity distributions
ULðx; f Þ(Fig.6c) that are compatible with the Rayleigh
wave results in terms of the lateral velocity variations.
Note that the cell hit count statistics in Fig.6aÐc
associated with the 1D travel time inversion of
Rayleigh and Love waves do not account for the factor
of four difference in the number of waveforms used for
the dispersion curve estimates of the two wave types.

2.3. Phase Velocity Dispersion Analysis

Rayleigh wave phase velocities are estimated
from ZZ, ZR, RZ, and RR correlations between two
neighboring stations A, B and a third station S,
respectively (Fig.5). The algorithm identiÞes coher-
ent phases in SA and SB correlation functions that are
narrow-band Þltered using the same Gaussian Þlter as
in the frequency-time analysis. The relevant segments
are cut out and tapered. Cross-correlation determines

a time shiftdtAB that constitutes the AB travel time
estimate with 1 ms resolution. The phase velocity
estimate for the segment bounded by stations A and B
is then simplycAB ¼ DAB=dtAB, with DAB denoting
the AB inter-station distance. The method constitutes
a one-dimensional approximation of the phase front
tracking that underpins Helmholtz or Eikonal surface
wave tomography (Lin et al.2009; Lin and Ritz-
woller 2011; Mordret et al. 2013). Here, too, the
measurement has to be made at an average distance
from the virtual source that is larger than one
wavelength,hDSA; DSBi [ k, and we also imply an
upper bound of 2.5 km/s on the phase speed values.
Estimates obtained from all third stations S, from the
four Rayleigh wave component pairs, and from
negative and positive time lags are then averaged
after further quality control based on waveform
similarity. Smoothing along the frequency dimension
and interpolation along the space dimension then
yields thecRðx; f Þdistributions shown in Fig.6d.

This procedure, too, is applied to the TT corre-
lation waveÞeld for the analysis of Love wave
propagation,cLðx; f Þ (Fig. 6f). The associated hit
count indicates the number of measurements per
frequency after the quality control from which the
averages have been obtained. Here they do reßect the
fewer waveforms used for the Love wave observa-
tions compared to Fig.6d.

The cR;Lðx; f Þimages in Fig.6d, f contain many
small scale features that complicate the following
inversion for shear wave velocities. The panels in
Fig. 6e, g display the solutions of thed ¼ Gm inverse
problem for the phase velocity estimates usingK and
r values similar to the choices used in the group
velocity inversion. They represent low-pass Þltered
versions of the corresponding above images.

We found a higher susceptibility of thedt and
hence phase velocitycR;Lðx; f Þestimates to details of
the implementation, compared to the robust fre-
quency-time analysis that underpins the group
velocity resultsUR;Lðx; f Þ. In particular, the choice
for the upper limit ofc and the averagingÑarithmetic
mean or medianÑhave a signiÞcant effect on the
resulting values of the speed distribution. This effect
is largest in the poorly sampled boundary zone at
x\ � 300 m, and we hence mask allc-based results
in that area with a hatched pattern.
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2.4. Shear Wave Velocity Inversion

The obtainedUR;Lðx; f Þ and cR;Lðx; f Þ data are
inverted for depth-dependent shear wave velocity
distributions, vSðx; zÞ (Fig. 7), using the GEOPSY
geophysical analysis software (Wathelet et al.2004;
Wathelet2008). The sampling of the parameter space
for the dispersion curve computation for layered
media is driven by a neighborhood algorithm (Sam-
bridge 1999). The sampling strategy is a stochastic
direct search method. The algorithm uses information
of all previously generated models to improve the
misÞt between the synthetic dispersion curves and the
observedUR;Lðf ÞandcR;Lðf Þdata by probing the most
promising part of the parameter space. The main
parameters in the surface wave inversion are the layer
thickness, the body wave velocities, and the density.
Importantly, the whole parameter space is sampled,
subject to a priori parameter constraints, which
avoids the strong dependence of linearized inversions
on a good starting model. Seismic attenuation is not
considered in the forward computation.

The inversion is run for data from each positionx
independently. At eachx, it returns an ensemble of
2500 layeredvSðzÞmodels. The misÞt of the associ-
ated synthetic dispersion curves is deÞned as
m ¼ 1=nf

����������������������������������������P nf

i¼0ðxdi � xciÞ
2=x2

di

q
(Wathelet et al.

2004), where xdi and xci denote the observed and
modeled velocity, respectively, at frequencyfi , andnf

is the number of frequency samples. The misÞt is
used to rank the models and to assess the resolution
power and model variability (Figs.8, 9). Distribu-
tions of vS values along lateral and vertical proÞles
shown in Fig.8 indicate how well the shear wave
models are constrained by the data.

The images in Fig.7 show averages of the best
nb ¼ 10 and 500 models that have been resampled
along a homogeneous depth proÞle. Averaging
between nb ¼ 10 and 1000 solutions yields very
similar vS images that differ only in detail from the
single best model. Choosing a uniform misÞt thresh-
old for some best model selection is not advantageous
considering the dependence of the misÞt distributions
on location and data set (Fig.9).

The parametrization consists ofnL layers charac-
terized by constant body wave velocities, density, and
PoissonÕs ratio. We do not constrain thevS

distribution, but couple theP-wave velocities tovS.
Note thatnL is Þxed for a given inversion, but each
layerÕs height is a free variable in the optimization
process. We repeated the inversion of Rayleigh wave
data using two to Þve layers over a halfspace. The
obtained vSðx; zÞ distributions are generally very
similar in terms of the lateral variability. For a
smaller number of layers,nL � 3, the top 10 m are
less well resolved. The difference in using four or
more layers is negligible, and the computation time
increases signiÞcantly for Þve or more layers. All
vSðx; zÞ distributions shown are obtained with four
layers over a half-space (11 free parameters). Vertical
resolution is assessed from the depth dependent
variability across some hundred bestvSðzÞmodels at
a given positionx (Wathelet et al.2004). Figure 8
indicates that the resolutionÑjust as the misÞt
distributionÑvaries as a function of position and
data set. These distributions imply a generally good
resolution fornL � 4 in the top 100 m.

We permit positive and negativevSgradients across
layer boundaries, allowing thus for low-velocity lay-
ers. The single best models with low-velocity layers
tend to have a slightly better misÞt compared to the
associated positive gradient-only models, but the
difference between averages over 10 or 500 best
models from each population is insigniÞcant.

The vSðx; zÞ models can be estimated from
separate inversions of the group velocity and phase
velocity dispersion curves or from a joint inversion of
the two data sets. We discuss results from separate
inversions ofUR (Fig. 7a, b),UL (Fig. 7d, e), andcR

(Fig. 7g, h) data. Separate inversion ofcL data leads
to unstable solutions, which we attribute to the poor
quality of the Love wave phase velocity estimates
(Fig. 6f). A joint inversion of UR andcR data is also
unstable. Instead of tuning this approach by exper-
imenting with different weights we prefer to compare
the results from the two separate inversions.

As an additional consistency check we use an
average of the ten best-ÞttingvSðzÞmodels returned
by the neighborhood algorithm as the starting model
in a linearized damped least-squares inversion of the
URðf Þ, ULðf Þ, and cRðf Þ dispersion data (Herrmann
2006) using 5 m vertical sampling. The solutions
after Þve iterations (Fig.7c, f, i) are overall
compatible with the images based on the stochastic
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inversion, but tend to enhance vertical velocity
variations at a given position. The associated sensi-
tivity kernels (Fig. 10) highlight the variable
resolution power of theUR, UL, andcR data. These
frequency dependent kernels suggest that theUR data
best constrain thevS models over the 100 m depth
range. The most complete lateral and vertical sensi-
tivity controls also the relatively homogeneous model
variability (Fig. 8aÐc). In contrast, the Rayleigh wave
phase velocity estimates have the overall lowest
sensitivity to perturbations in thevS model. Consid-
ering further the data quality and synthetic dispersion
characteristics (Fig.9) we rate the UR-based vS

distributions most signiÞcant, followed by theUL-
andcR-based results.

2.5. Focal Spot Analysis

We now focus on the correlation waveÞeld at sub-
wavelength distances. For the same source and
receiver orientation (ZZ, RR, TT) the spatial

amplitude Þeld at zero correlation lag time is
characterized by large values around the origin
(Fig. 3). This feature is referred to as the focal spot
(Catheline et al.2008; Gallot et al. 2011; Hillers
et al. 2014). The large amplitude spot is caused by
refocused energy of a time reversed converging
waveÞeld that interferes with the diverging waveÞeld
around the origin (e.g., Fink et al.1989). For single
mode isotropic surface waveÞelds the time domain
focal spot is equivalent to the spatial autocorrelation
in the spectral domain (Aki1957). The spot size is
controlled by the diffraction limit and hence by local
medium properties. Focal spot properties can thus
form the basis for local imaging approaches (Cathe-
line et al. 2008; Benech et al.2009; Hillers et al.
2016).

The ZZ, RR, and TT focal spot shapes of a
refocusing Rayleigh wave follow zero-order Bessel
functions, J0 (Fig. 11a, Haney et al.2012). This
explains the large amplitudes relative to the propa-
gating wave in Fig.3a, b, e. Note that the RR and TT
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focal spot shapes are modulated by aJ2 function
(Fig. 11a). For the TT case, the sumJ0 þ J2 results in
the familiar zero transversal motion of far Þeld
Rayleigh waves (Haney et al.2012) (Properties of
RR and TT Love wave focal spots are discussed in
the Results Sect.3).

In contrast to the maximum ZZ, RR, and TT
autocorrelation values the phase difference between
the radial and vertical Rayleigh wave motion cancels
the mixed-component coherency at the origin
(Fig. 11a). As a result, the RZ and ZR focal spot
shapes follow a Bessel function of order one,J1

(Haney et al.2012). Because of the zero autocorre-
lation value the propagating waves in the distant
point correlations dominate the pattern in Fig.3f. In
summary, the zero-lag correlation tensor reßects local
surface wave properties, and deviations from the
theoretical shapes can indicate changes in the prop-
agation regime or waveÞeld constituents.

The RZ and ZR Þelds have been argued to
provide the most robust information on Rayleigh
wave propagation (Haney et al.2012). Our observed
high frequency RZ and ZR zero-lag distributions
show autocorrelation values that ßuctuate around the
expected zero level. The shape is overall consistent
with the J1 parametrization (Fig.11c, d). These high
frequency data are thus compatible with the refocus-
ing of a waveÞeld that is dominated by Rayleigh
waves.

At lower frequencies we observe spatially depen-
dent variations of this pattern. Importantly, the RZ
and ZR distributions associated with reference sta-
tions located to the west of the fault above the high-
velocity body are characterized by non-zero ampli-
tudes atr ¼ 0 m (Fig.11e), which is not compatible
with the refocusing of Rayleigh waves. Amplitudes
close to unity suggest that linear polarized body
waves with in-phase motion on the vertical and fault-
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perpendicular radial components interfere with the
Rayleigh waves. We note that a similar observation
of intermittent linear polarization in this frequency
range and in this area is made for propagating waves.
This is indicated in Fig.3d by the ZRÐZZ particle
trajectory that is annotated with the asterisk; we
report that this linear polarization is generally
observed in this area and not sensitive to the location
of the reference station.

Returning to the focal spot properties, Fig.11e
shows further that the shapes of the amplitude
distributions vary with the receiver location. The
ZR data associated with receiver stations on top of
the low-velocity zone (thick red lines) exhibit a short-
wavelength pattern. This is superimposed on the
long-wavelengthJ0 shape that dominates the other
shown amplitude proÞles. Results associated with
reference stations located to the east of the fault
(Fig. 11f) exhibit again a consistentJ1 shape that is
independent on the relative location of the receiver
stations.

Together these observations clearly show that the
composition of the refocused waveÞeld depends on
location and frequency. The relative contribution of

different types of waves to the focal spots varies
between locations on top of the low- or high-velocity
zone, in particular at lower frequencies around
2.5 Hz. The different wave types and variable
polarization states make it difÞcult to estimate the
Bessel functionsÕ Þrst roots as proxies for the surface
wavelength and phase velocity (Hillers et al.
2014, 2016). The line geometry prohibits an efÞcient
wavenumber Þltering of the reconstructed amplitude
proÞles for improved estimates (Hillers et al.2016).
Phase velocity distributionscRðx; f Þ (not shown)
obtained from the raw spots are broadly compatible
with the tomographic results, but the images are of
overall poor quality and hence not further evaluated
here.

Instead, we assess the focal spot symmetry
(Fig. 12). Similar to the properties of the SPAC
imaginary component (Asten2006) asymmetry is a
signature of imperfect azimuthal averaging that can
be caused by local scatterers (Hillers et al.2016). In
contrast, symmetric shapes suggest that the correla-
tions and focal spots are constructed from isotropic
waveÞelds (Fig.12b, c, e, f). We estimate the
difference in amplitude values at distances� r andr
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around the reference stationÑwhich is indicated by
the dissimilarity of the black and red lines in
Fig. 12aÐcÑas a function of frequency (Fig.12dÐ
f). Here we use ZZ, RR, and TT data interpolated on
a regular 20 m grid. Again, a mismatch between the
two lines, such as in Fig.12a, d around reference
position x ¼ � 50 m, is an indicator of directional
surface wave propagation or interfering body waves.

3. Results

3.1. Group Velocity and Phase Velocity Dispersion

The URðx; f Þ distribution (Fig. 6a) exhibits two
prominent features, the low-velocity zone to the east
of the fault trace betweenx ¼ 0 m andx ¼ 100 m
and the adjacent high-velocity zone or ridge to the
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west betweenx ¼ � 200 m andx ¼ 0 m. The wave
speeds vary between 400 and 800 m/s in these two
regions across the 2.5Ð4.5 Hz range, resulting in a
50% peak velocity reduction. High velocity refers to
the values that are signiÞcantly larger compared to
the level atx\ � 200 m andx[ 150 m. Values in
these boundary regions are less well constrained
because of lower path coverage. However, we
consider the decrease of velocities away from the
ridge towards smallerx robust. This result is repro-
duced if we select and weight data differently, e.g., if
we neglect data from Þve stations that are collocated
with the high-velocity zone in the inversion. The
pattern also emerges when we use the 2k threshold
(Fig. 6b).

The corresponding Love wave resultsULðx; f Þ
shown in Fig. 6c corroborate these Þndings. The
position and thickness of the low- and high-velocity
zones are very similar to the Rayleigh wave results.
Velocities also decrease towards the western edge of

the array, conÞrming the distinct character of the
high-velocity body. Note that the obtained sub-
1000 m/s Rayleigh wave speeds and yet slower Love
wave speeds are compatible with the move out
patterns shown in Fig.3a, b.

In general the same two zones also emerge in the
corresponding phase velocity distributionscR;Lðx; f Þ
(Fig. 6dÐg). Thex-averaged images (Fig.6d, f)
exhibit variations on scales that are smaller compared
to the UR;Lðx; f Þ maps. As said, applying the same
lateral inversion smooths these variations (Fig.6e, g),
yielding images with a resolution that is compatible
with the group velocity results. The Rayleigh wave
phase velocity mapscRðx; f Þ(Fig. 6d, e) show a 100Ð
200 m wide low-velocity zone again at frequencies
below 5 Hz centered aroundx ¼ 50� 100 m. The
high-velocity region aroundx ¼ � 150 m and 3 Hz,
best seen in the scaled velocity images, is compatible
with the high-velocity body in the corresponding
Rayleigh group velocity results in Fig.6a, b. Typical
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Figure 12
a ZZ, b RR, andc TT zero-lag correlation amplitude distributions or focal spots at 2.5 Hz. Red lines indicate the ßipped original black lines.
Vertical black stubs indicate the predicted zero crossing positions at 3k=8 ¼ 3=8 � c=2:5 m from the refocusing points (Hillers et al.2014),
wherec are the 2.5 Hz phase velocity values from Fig.6d. PanelsdÐf illustrate the frequency dependent asymmetryÑthe area enclosed by red
and black lines inaÐcÑas a function of the position of the reference station. The location aroundx ¼ � 100 m of the high-amplitude feature in
d is compatible with the location of the high-velocity zone in Fig.6a between 2 and 3 Hz. The above-average asymmetry ine andf is also

collocated with increased velocities at low frequencies
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values of the low-velocity zone around 3 Hz are 700Ð
800 m/s, and the velocities to the west of the fault are
around 1400 m/s, supporting the 50% reduction
estimate. The Love wave phase velocity results
(Fig. 6f, g) stand out because of the very narrow
low-velocity zone at low frequencies atx ¼ 50 m.

For both Rayleigh and Love waves the respective
c and U results differ atx\ � 300 m. As said, our
conÞdence into the phase velocity estimates in that
area is lowest. The relation betweenU and c, U ¼
c2= c � x dc=dxð Þ invites a consistency check by
computingc-basedU(x, f) distributions. Using fairly
smoothed phase velocity dispersion curves to avoid
problems associated with thedc=dx term yields
group velocity images (not shown) that agree on the
Þrst-order features, but the overall similarity to the
measured group velocities is rather limited. These
differences help further explain the problems in the
joint vSðzÞinversion ofc(f) and U(f) dispersion data
reported in Sect.2.4.

3.2. Shear Wave Velocity Distributions

We compare the shear wave velocity distributions
inverted separately from theUR, UL, andcR data sets
(Figs. 7, 8). The most prominent feature in the
Rayleigh wave group velocity-basedvSðx; zÞ distri-
butions (Fig.7aÐc) is the velocity contrast across the
fault surface break atx ¼ 0 m, with the high-velocity
body to the west and the low-velocity zone to the
east. The east-dipping interface aroundx ¼ 0 m
below 20 m is driven by the oblique geometry of
the low-velocity zone in the correspondingURðx; f Þ
images. Shear wave velocities atx ¼ � 100 m and
x ¼ 100 m (Fig.8b, c) around 50 m depth indicate a
peak velocity variation between 750 and 550 m/s,
which translates into a 30%vS reduction across the
fault trace. Figure8aÐd show that the strongest
velocity gradient is also found acrossx ¼ 0 m
between 20 and 80 m depth, but shifts to
x ¼ 200 m below 80 m depth.

This means that the relative velocity variation
alongx changes with depth (images in right column
in Fig. 7aÐc). Abovez ¼ 80 m, the high-velocity
zone constitutes the strongest positive anomaly.
Towards greater depth, the low-velocity zone
becomes the predominant signal, which is again

evident from the vS distributions in Fig. 8aÐc
(z\ 80 m) and Fig.8d (z[ 80 m). These images
also suggest an increasing velocity reduction at
z[ 100 m between the low-velocity zone and the
host rock atx\ � 200 m andx[ 200 m, even if we
consider the weaker constraints indicated by the
wider vS distributions at these positions and depths.

Shear wave velocity images obtained from Love
wave ULðx; f Þ data (Fig. 7dÐf) show a strong
dependence on the representation. The display of
the absolute velocity values in the left column of
Fig. 7 accentuate a horizontally layered structure with
weak lateral variations. Lateral changes are enhanced
in the corresponding scaled images to the right. They
exhibit the vertical low-velocity zone seen in theUR-
basedvS images, but lack an equally prominent high-
velocity ridge at small negative distances. The
differences in the Rayleigh wave- and Love wave-
based images showing absolutevS values in the left
column highlight the different, almost complemen-
tary, sensitivities (Fig. 10) of vertically and
horizontally polarized shear waves along the line.
The inferior Love wave data qualityÑRayleigh wave
results are based on four times as many dataÑ
explains the signiÞcantly greater range ofvS values
for any horizontal or vertical proÞle (Fig.8e, f). This
is also illustrated by the misÞt distribution and the
relatively large variability in the syntheticULðf Þ
curves (Fig.9b).

Additional evidence of a low-velocity zone to the
east of the surface break comes from the shear wave
velocity images inverted from Rayleigh wave phase
velocity data cRðx; f Þ (Fig. 7gÐi). A high-velocity
zone to the west of the fault trace is best expressed in
the solutions of the linearized inversion (Fig.7i).

Figures7 and 8 show that the mainvS variation
along the line is consistently resolved using all three
data sets. The independently obtainedvS distributions
resolve a 100Ð200 m wide low-velocity zone, and an
adjacent high-velocity body of similar width. The
peak vS velocity reduction across the fault trace is
30%. The solutions differ mostly in terms of the
absolute shear wave velocity estimates. Around 50 m
depth, averageUR-, UL-, andcR-based estimates are
650, 350, and 1000 m/s, respectively (Fig.8). The
UR-UL difference can be attributed to the variable
sensitivities of the governingSVandSH waves. The
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sensitivity of the average phase velocity estimates to
processing choices such as the upper speed limit
(Sect. 2.3) can partly explain the discrepancy
between theUR- andcR-basedvS levels.

The factor two range in the Þnal 100Ð200 m
width estimate of the low-velocity zone in the top
part of the imaged region considers the gradual
tapering of the lateral proÞles in Fig.8aÐc, eÐh to
the east, and the corresponding difÞculty of a
boundary deÞnition. The spatial correlation length
K (Sect. 2.2) effectively smooths theU(x, f) data
along x and implies that the larger bound of this
estimation range may better characterize the low-
velocity zone width. Around and below 100 m
depth, the sharp gradients in theUR-based vS

distributions in Fig.8d suggest a somewhat better
constrained 200 m width estimate.

3.3. Focal Spot Properties

Our Þndings discussed in Sect.2.5 demonstrate
that the composition of the correlation waveÞeld
varies with frequency, position, and lag time. TheJ1

function shaped RZ and ZR zero-lag amplitude Þelds
suggest a Rayleigh wave dominance at 4 Hz across
the whole array (Fig.11c, d). Similar conclusions can
be drawn for lower frequencies in the area to the east
of the fault trace. In contrast, the low-frequency non-
zero amplitudes atr ¼ 0 m observed to the west
(Fig. 11e) are not compatible with a refocusing
Rayleigh waveÞeld. As said, the coherency values
around unity implyR and Z motion to be in phase,
and similarly polarized waves in distant point corre-
lations are also seen to the west of the fault break
(Fig. 3d). The velocity structure does affect the
relative amplitudes of horizontal and vertical Ray-
leigh wave motion, but not their phase. Our
observations imply thus an intermittent change in
the dominant wave type from surface waves to body
waves. The location of the observed polarization
changes coincides with the position of the high-
velocity zone inferred from the dispersion analysis. It
is thus likely that the waveÞeld composition varies as
a result from wave interactions with this signiÞcant
structural feature.

Yet more propagation markers can be extracted
from the zero-lag amplitude Þelds. The zero crossings

of 2.5 HzJ0 shaped ZZ focal spots can be estimated
from the 2.5 Hz Rayleigh wave phase velocities
shown in Fig.6d. These predictions are indicated by
the small stubs in Fig.12a. They agree reasonably
well with the observed zero crossing positions, where
deviations can be, again, explained by the sensitivity
of thec-estimates to processing choices. A signiÞcant
deviation from the overall compatibility, however, is
seen in amplitude proÞles between reference stations
at x ¼ � 150 m to x ¼ 0 m and receiver stations to
the west of these points (Fig.12a, d). For these
proÞles the zero crossing distances are always larger
compared to the corresponding proÞles to the east,
which is evident from the comparison of the black
and red lines in Fig.12a. That is, the ZZ focal spot
asymmetry at 2Ð3 Hz (Fig.12d) occurs in the same
area as the longitudinally polarized waves and is thus
also collocated with the high-velocity zone to the
west of the fault trace.

The RR and TT zero-lag Þelds of Rayleigh and
Love wave motion are parameterized by the sum of
J0 andJ2 functions (Haney et al.2012). In each case
the function argument depends only on the associated
phase velocity, i.e., oncR andcL, respectively. Since
both wave types are present in the reconstructed
correlation Þeld (Fig.12b, c), an estimate of the phase
velocities from the RR and TT focal spots is not
possible. The RR and TT zero-lag Þelds exhibit a
generally higher symmetry at all frequencies
(Fig. 12e, f) compared to the ZZ focal spots. It
indicates a more isotropic ßux of energy sensed on
the horizontal components. The higher asymmetry
values at 1Ð1.5 Hz and aroundx ¼ 200 m are
possibly associated with effects of the high-velocity
feature and the stronger gradients found in the deeper
parts of that area (Figs.7, 8d).

Together, the 2Ð3 Hz RZ and ZR zero-lag ampli-
tude shapes, the similarly polarized propagating
waves at 1.5Ð3 Hz, and the 2Ð3 Hz ZZ focal spot
asymmetry provide complementary evidence for
changes in the waveÞeld composition to the west of
the fault. There remains some ambiguity concerning
the relative contribution of surface waves and body
waves to the correlation Þelds on the different
components, about the nature of the body waves,
and how they affect the observed spatial variations in
the polarization pattern.S waves are the assumed
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predominant body wave type, in particular vertically
polarizedSwaves, as they affect the RZ, ZR and ZZ
data, but not the RR and TT correlations. We opine
that an analysis of three component data from a 2D
array would be required to better understand the
spatially variable energy ßux, wavenumber vectors,
and polarization pattern, which all seem affected by
the interaction of the waveÞeld with the high-velocity
zone.

4. Discussion and Conclusions

The main results of this study are summarized in
Fig. 13. The compilation illustrates that the wave-
forms obtained from the cross-correlation of
aftershock seismograms recorded at a dense line
array (Fig.13a) can be used for fault zone imaging.
A 2D surface wave tomography based on Rayleigh
wave group velocity dispersion in the frequency
range 1.8Ð5.8 Hz (Fig.13c) yields images of depth
dependent, fault-normal shear wave velocity varia-
tions (Fig. 13d, e). In the top 80 m thevSðx; zÞ
patterns are dominated by a 100Ð200 m wide low-
velocity zone to the east of the surface break, and
by a high-velocity zone of similar lateral extent to
the west of the break. The position and width of
these two main features is supported by consistent
vSðx; zÞ images based on inversions of Love wave
group velocity and Rayleigh wave phase velocity
data (Fig.6cÐg).

The low-velocity zone continues towards greater
depths, whereas the signature of the high-velocity
anomaly appears restricted to the shallow parts
without breaking the surface. An additional conse-
quence of the high-velocity zone is the reduced
Rayleigh wave ray path coverage in this area, in
particular at frequencies below 3 Hz (hit count,
Fig. 6a, b, d). This suggests the feature deßects or
scatters waves, and the surface wave data containing
the interfering body wave energy are mostly win-
nowed by the quality control. Also coincident with
the high-velocity zone are low-frequency longitudi-
nally polarized propagating waves, zero-lag RZ and
ZR focal spot values that are incompatible with
Rayleigh wave refocusing, and asymmetric ZZ focal
spots. We think that all phenomena result from

waveÞeld interactions with the high-velocity zone
(Figs. 12d, 13c, d).

On the other hand, wavefronts arriving after the
direct surface wave are signatures of propagation in
the low-velocity zone. These later arrivals emerge
predominantly in correlations associated with refer-
ence stations located on top of the low-velocity zone
betweenx ¼ � 50 m andx ¼ 200 m. Their longitu-
dinal and elliptical motions (Fig.3d, g) indicate
reßected body wave and surface wave energy,
respectively. The arrival time and polarization varies
with frequency and position of the correlation refer-
ence station. Some of these arrivals can be traced
across an apparent criss-crossing pattern out to 4 s in
the coda (Fig.3f), suggesting that this energy is
reßected inside or reverberates within the low-ve-
locity waveguide (Fig.13b; Hillers and Campillo
2016).

A formal uncertainty assessment of the dispersion
maps and shear wave velocity images would include
the effects of the many, often nonlinear, steps during
data acquisition, processing, and inversion. Modern
approaches considering the uncertainties in the data
and the model space (e.g., Bodin et al.2012) can be
adopted to construct probability maps of the position
and amplitude of the velocity gradient, or the width
and velocity reduction of the low-velocity zone. In a
similar manner, the density distributions compiled
from the many velocity models obtained with the
neighborhood algorithm (Figs.8, 9) indicate how
well the solutions are constrained by the data at a
given position. These maps and the sensitivity kernels
from the linearized inversion (Fig.10) show that the
Rayleigh wave group velocity data best constrain the
shear wave velocity models. Our estimates of the
position and width of the low-velocity and the adja-
cent high-velocity zones, and the peak velocity
reduction, are hence well resolved. SigniÞcant
uncertainties concern only the velocities in the half-
space in the poorly sampled margin areas.

The sensitivity of the obtained velocity distribu-
tions can also be probed by varying key tuning
parameters. That is, an alternative quality marker is
the consistency betweenvS images obtained with
different data (sub)sets. Neglecting any of the ZZ,
RR, RZ, and ZR data in the Rayleigh wave group
velocity analysis; considering time-symmetric
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