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Abstract: Each domain and its underlying communities evolve in time and each period is centered on specific topics that emerge from textual sources that characterize the domain. Our analysis represents an extension of other researches performed on the same corpora that were focusing more on evaluating co-citations between the articles in order to compute their importance score (Grauwin and Jensen [1]).

Our approach presents a general perspective of the domain by performing semantic comparisons between article abstracts using natural language processing techniques such as Latent Semantic Analysis, Latent Dirichlet Allocation or semantic distances in lexicalized ontologies, i.e. WordNet. Moreover, graph visual representations are generated using Gephi in order to highlight the keywords of each paper and of the domain, the document similarity view or the table of keyword-abstract overlap score. The purpose of the views is to minimize the learning curve of the domain and to facilitate the research process for someone interested in a particular subject. Also, in order to further argue the benefits of our approach, some potential refinements of the methods for classification that can be performed as future improvements are presented.
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I. INTRODUCTION

Every researcher has to deal every day with the problem of annotating and finding papers from a specific domain. Moreover, one must be able to perform a deep search for related articles, as it is very important to study the current results obtained in the field in order to be able to deliver something new. In this context, the necessity of building a paper comparison tool is very important, as it can decrease the time for finding important information regarding a given topic and it can give a general representation of the domain, being useful not only for researchers, but also for people interested in finding more information about a specific subject.

In this paper we propose a semantic analysis of the article abstracts extracted from the citation index Web of Science, from the category Education and Educational Research, taken between the years 2000-2004. This study begins with co-citation analysis [2], an existing method for paper comparison using co-citations, continues with details about our system, along with the methods used as a background, and finishes with future work and conclusions.

1.1 Co-citation Analysis

Co-citations analysis is frequently used to build an article graph of the domain [2]. The underlying idea is that the semantic meaning of papers can be extracted by analyzing their place in the graph and the connections with their neighbors. Paper $A$ is connected to paper $B$ if both cite at least one common reference (co-citation). In this particular situation, a directed link from $A$ to $B$ is added to
the abstract, and its weight is related to the number of co-citations. Therefore, by using this method, the most central and important documents can be determined from the domain. This approach is co-occurrence-based and bibliography-centered, thus fast to process with very large sets of papers. Moreover, bibliographic coupling captures collaboration and communities, making the extraction of the article network easier. However, citation strategies are influenced by researchers’ practices [3] and motivations [4]. Usually, the citation number differs across domains and is influenced by authors’ impact factor increasing endeavors. Another disadvantage is that the co-reference graph does not address the problem of multiple co-references of the same publication inside a paper [4]. Also, two citations of a given paper may refer to different aspects of the cited paper, and therefore loosing semantic meaning.

1.2 Semantic Comparison of Papers

The approach used is our system consists in computing article similarity based on their abstracts, which usually contain the central aspects of a paper [5]. This content-based approach can be accurate for measuring cohesion or topic similarity. Recent research [4] has proved that LDA (Latent Dirichlet Allocation [7]) adequately captures topics used in large corpora and can be used for text analysis and summarization. The downside is that semantic analysis is more computationally demanding in contrast to network extraction that is more difficult due to the fast corresponding expansion. The text from the abstract is analyzed using a pipeline described in the next sub-section, and the information is annotated using document comparison models like Latent Semantic Analysis (LSA) [6] and Latent Dirichlet Allocation (LDA). Usually this processing is highly costly from a computational point of view as it requires intensive hardware resources and the results are used to create different views of the domain using articles or important word graphs.

Compared to the co-citation model, the semantic comparison method can give some bad results as an author can co-quote an important document and include a lot of copied text, and his paper becomes automatically a central document within the graph. A workaround for this problem will be presented in the conclusions section.

1.3 Semantic Measures used within our Experiments

The experiment consists in using different models of semantic analysis for paper summaries to compare them directly, instead of using references as a proxy. Latent Semantic Analysis [6] is a natural language processing method that extracts the most important terms/concepts from a document as to compare them to other documents, in order to compute a similarity between them. The model uses a sparse term-document matrix on which a Singular Value Decomposition (SVD) is applied in order to project the concepts in a vector space with reduced dimensionality. To compare two documents from the initial set, a simple cosine similarity can be computed between their corresponding vectors from the SVD.

Latent Dirichlet Allocation [7] is a large corpora comparison model that uses a topic model. The model extracts topics from co-occurrence word patterns from a training corpus and provides similarity scores between documents based on their corresponding topic distributions.

WordNet [8] is one of the largest and most frequently used lexical ontology in English with more than 150,000 concepts. Using an ontology such as this one, one can compute semantic measures for estimating the relatedness between two words using the various relations from the ontology [9]. The similarity for two words can be computed for example using their attributes or the relations they have. The similarity can also be computed by going to a certain depth in the graph and examine the nodes. One of the best approaches is to combine multiple similarity measures, but unfortunately a tradeoff between accuracy and computational speed must be made.

For computing the similarity between two documents, the best approach would be to combine the previous three methods in order to compute an aggregated cohesion score [10]. An approach that can decrease the preprocessing time would be to use in the document-word matrix only the important terms from the initial set, that can be combined into topics. Usually, to determine the most important words, stop words must be removed (e.g., “as”, “the”, “in”, “a”, “an”, etc.) and the first $n$ words ordered by their appearance count must be extracted ($n$ is a tradeoff between computational effort and accuracy). Also, these words must be weighted by their semantic relatedness to the whole meaning of the abstract. At the end, similar words can be combined inside topics. Before applying complex
models to the input text like the ones described earlier, it needs to be added in a Natural Language Processing (NLP) pipeline [11] in order to remove unnecessary data. The first step consists of spellchecking and stop words removal used for keeping only relevant and correct words that can be found inside a dictionary. After tokenization and splitting, the text is inserted into computational vectors, which are reduced to their morphological unit using stemming (i.e., Snowball stemmer [12]). Finding named entities inside the text is also an important process that provides additional semantic meaning and increases the overall accuracy. Additional benefits are obtained after performing co-reference resolution [13] as co-reference links indicate intra-textual cohesiveness.

II. SPECIFIC VIEWS HIGHLIGHTING DIFFERENT SEMANTIC SIMILARITY FACETS OF PAPER ANALYSIS

The goal of our model is to create a good representation of the papers, as to better understand the domain and therefore help researchers in their work. We used a corpus of 1,000 abstracts from Jensen & Grauwin [1] database, extracted from the educational science domain. We modified and extended ReaderBench [10; 14] in order to perform the current analyses. ReaderBench is a research software system used to evaluate documents from a cohesion-based perspective. It also supports chat analysis as to view the inter-animation of voices and to compute the impact of participants within the conversation [15], and it represented a great starting point for analyzing paper abstracts as it has already implemented many of the methods described in the previous chapter.

2.1 Document Similarity View

The first approach of document representation is to create a graph with all the documents. Two documents are connected if their similarity exceeds a certain threshold that can be selected by the user. Also, it can be interesting to check which are the most central documents, and therefore all the nodes from the graph have a size directly proportional on their centrality. The corpus similarity view also contains a table with the most similar documents, and another one with all the documents ordered by their distance to the central document. In the bottom of Figure 1, the top similar articles can be seen, a table that can be very useful if the central documents are very similar. In the right hand side of the figure, all the documents are ordered by their distance to the most central document, represented as the biggest node from the graph.

Figure 1. Corpus Similarity View
An important aspect to note is that, if a new paper is generated and it resembles the most central document from the graph, it can easily become one of the central nodes. This can be a serious problem, as anyone can create a similar paper to an important one from the graph, and the model would conclude that it is a central article from the document set. This problem can be overcome by combining with the results from the co-citation model.

2.2 Document Centrality View

Another approach a researcher could take when studying a certain domain is that, starting from a paper, to try to find other similar documents. The document centrality view (see Figure 2) first needs a central document $D$ that can be selected by a user, and then displays all the most similar articles to $D$. The threshold is user-selectable, along with the depth level. For depth level 1, document $D$ and all of its most similar documents $Ds$ can be checked inside the graph. For a depth level 2, all the documents that are similar to $Ds$ from step 1 are added in the graph. The depth level was limited to 3 as the search space grows exponentially and can exceed the computational level.

2.3 Concept View

Another interesting approach when studying a certain domain is to find the most important concepts from the field. With this in mind, the concept view creates a graph with the most important words from the document set, where the nodes (words) are sized according to their centrality. The words sorted by their centrality can be checked inside the table from Figure 3.
As it can be easily observed from Figure 3, the most central words for the category “Education and Educational Research” are “student”, “teacher”, “school”, “education”, “learning”, “teaching” etc., representative for the field. This approach confirms that the proposed semantic analysis can lead to an adequate representation and understanding of a domain and can generate a general perspective of the withheld knowledge.

2.4 Keyword-abstract Overlap

In addition to the previous view and in order to study how relevant the keywords assigned by the paper’s author(s) are, when compared to the abstract, the keyword-abstract overlap view (see Figure 4) was created. Each document received a compound score composed from occurrences of keywords inside the abstract (30%) and the semantic relatedness between all the keywords and the abstract (70%). The previous weights were empirically assigned to best reflect the overall similarity by considering both lexical and semantic relatedness.

The results obtained were also encouraging as the displayed similarity scores reflect a reliable estimation of the coverage of the keywords in terms of the paper's abstract. For example, in Figure 4, the article from the first place has an aggregated score of 0.75 as all of its keywords are inside the abstract, are semantically related to it, and the abstract is detailed and comprehensive. Usually the articles from the last places have a small and evasive abstract with a limited number of keywords (one, two, maybe three) not retrievable within the textual description. This score can be used to compute the trustworthiness of an article and can be used in generating the views from subsections 2.1 and 2.2. For example, if the central paper from the document similarity view has a small abstract-keyword score, then it may be vague and its score can be correspondingly weighted.
III. CONCLUSIONS AND FUTURE WORK

In this paper, some general methods of viewing the data from an initial document set using full text analysis were proposed, methods that can be further extended. Date-related analysis will allow to perform trends analysis, i.e., which keywords are mostly relevant in a given period of time. Moreover, sentiment analysis [16] will allow to check the authors’ citation motivation using or to display the overall paper’s semantic flow using inter-paragraph cohesion [17]. Such analyses are more complex than the one described in this paper, but it can help us increase the overall model’s functions. Some other interesting future work that can be made based on the current model would be to focus on specific sub-fields, in order to build a domain’s representation or semantic map. Also, the co-citation approach can be easily coupled with the abstract analysis method as to increase the overall quality of the analysis.

Moreover, the current model can be applied on a time frame as to check the effect of the introduction of bulks of published papers on the paper’s space, as to check the dynamic impact and how the domain changes over the years. Even further, the model can be integrated in recommender systems (which papers are most suitable to read?), writing advices, or adding RDF paper metadata in order to facilitate semantic queries. All in all, the semantic analysis of paper abstracts is a good start for annotating papers and increasing the general representation and understanding of a certain domain.
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