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Abstract—Nowadays computer applications are becoming heavier and require, at the same time, real-time results. The Heterogeneous clusters with their computing power represent a good solution to this request. However, it is possible that during the execution, a computing element of the cluster becomes defaulting, needs maintenance, or that the load needs to be rebalanced...

In this paper, we propose a migration strategy for relocating the execution of a task to another computing element. In particular, we are interested in remap nodes of Data Flow Graph (DFG), representing Digital Signal Processing (DSP) application, onto heterogeneous (CPU-GPU) clusters while keeping up the flow of data and minimizing the temporal perturbation. For our approach, we give a lower bound for the flow of data after the migration and, validate it by the real-time construction of visual saliency map from video input.

I. INTRODUCTION

With the evolution of technology, computer programs treat data increasingly large. In addition, many of them have real-time constraints and must ensure a response time less than a critical tolerated threshold. For example, the treatment of high definition video capture or the telecommunication applications for large public. To this demands, the heterogeneous cluster for High Performance Computing (HPC) represent a good response. In fact, this type of architecture develops high processing power, taking advantage of the parallelism and distribution of calculations on the many cluster nodes. The best example is Titan, the most powerful supercomputer today according to Top500 list. However, the real challenge for these machines is to achieve the high performance offered by them while facilitating their use. Indeed, during the execution of an application on a heterogeneous (CPU-GPU) cluster, computing elements may need to be stopped for reasons of failure, maintenance or to simply re-balance the load, therefore, it is necessary to relocate tasks that are executed to another computing element respecting the constraints of the application.

In this paper, we propose an approach for the migration of executing task from its original compute node to another, minimizing the impact on the response time of the executed program. More precisely, we are interested in remap tasks of DSP application specified as a DFG, executed on heterogeneous CPU-GPU cluster, minimizing the reduction of output data rate in order to satisfy the real-time constraints of the application. After presenting the related work in section II, we describe in section III the implementation context of our migration approach. In section IV, we present the principle of our approach, the elements of its implementation and analyze its impact on the output data rate. We validate it, in the last section V, on a real world case study of visual saliency map.

II. RELATED WORK

Since the emergence of accelerators such as GPU, Cell or Xeon Phi, the HPC architectures become hybrid. The challenge has been to develop software tools allowing an efficient exploitation while easing their use.

While these architectures can be programmed using languages or Application programming interface (API) such as (1) Compute Unified Device Architecture (CUDA) or Open Computing Library (OpenCL) to program the GPUs (2) OpenCL, pthread, OpenMP to program the CPUs and (3) Message Passing Interface (MPI) to handle the communications and synchronizations in distributed memory architectures. Relying only on them is difficult. Indeed, in this case, the programmer has to handle the memory allocations and optimizations, to handle the inter-processing element’s communications and synchronizations and to allocate the tasks on the processing elements. Programming with such an approach is complex and usually leads to unscaleable programs. Several runtimes have been proposed to free the programmer of these tasks. Hereafter are some of them.

As stated before, communications between processing units introduce more complexity to the programmer since it implies different programming APIs for each type of communication: for example, CPU-GPU transfers might use CUDA, multi-threads use OpenMP and multi-core use MPI. Some runtime system environments have been developed in order to abstract the communication layer to the programmer [1]–[4]. Some frameworks focus on the scheduling issues: [5]–[7] proposed strategies to schedule pool of tasks on a multi-GPU platform.

We also wish to highlight StarPU [1] which is a runtime system designed to dynamically schedule a pool of tasks on heterogeneous cores with various scheduling policies. It also avoids unnecessary data transfer thanks to a Virtual Shared Memory (VSM) software.

Most presented solutions focus on the exploitation of hybrid architectures for data parallelism purposes (using a MapReduce scheme) or dispatching of independent tasks.
work focuses on a more specific scenario: the implementation of DSP applications on a multi-GPU cluster. Our goal is to provide a runtime with an entry point adapted to the specification of DSP applications allowing on one hand to implement them on heterogeneous architectures (CPU-GPU) and on the other hand to migrate tasks between the processing elements for the previously mentioned reasons. Our approach is in line with those proposed in SynDex [8] or PREESM [9]. These approaches generate an optimized implementation of an application specified with a directed acyclic hyper-graph on an architecture specified with a directed graph. But to our knowledge it is not possible to target clusters containing GPU and to do task migration with these tools. We can also cite [10] which deals with task migration in the Bulk Synchronous Parallel (BSP) computing model context but, their work don’t deal with accelerators (GPU) and has been validated only with a simulator.

III. THE RUNTIME CONTEXT

In this section, we describe the runtime representing the implementation context of our task-migration approach. Developed by our team under BSP concept [11], which provides a conceptual bridge between the physical implementation of the parallel machines and the abstraction available to a programmer. This runtime allows the implementation of DSP applications on CPU-GPU cluster with computation communication overlap. First, we describe the DFG model featured DSP algorithm. Subsequently, we expose the design flow making the deployment of this algorithm on heterogeneous cluster. Finally, we explain the runtime execution.

DFG is a formalism that expresses an application as a computation pipeline that highlights the potential parallelism of implementation. It has proved along years to be an adequate formalism to model DSP applications. Also, DFG is well suited to the specification of applications that must be implemented with time rate constraints, such as streaming applications, on parallel architectures, such as GPU-clusters. Thus, several studies have introduced the use of DFG for multi-GPU and/or multi-core workstations [12]–[16]. As shown in the Figure 1, the DSP application is specified with nodes (kernels), representing the computations, and edges, showing the data dependencies between nodes. The semantic of a DFG is as follows: a node can be executed if and only if all its inputs are available. When executed, it consumes all its inputs, calls the function code it is associated with, and produces all its outputs. A data type is associated to each edge and a function to each node. In the Figure 1, node p produces data consumed by node a which produces data for node b that broadcasts it to nodes c1, c2, d, and so on.

To deploy the DFG application on a cluster, our team proposed in their precedent’s works the following design flow.

At runtime, a CPU thread is associated to each processing element composing the Architecture Graph (AG). These threads manage the nodes mapped on the processing elements that are associated as inscribed in IG. Then, the runtime executes iteratively the following sequence, according to the communication-computation overlap principle: (1) launch the asynchronous transfers (2) execute each kernel with respect to the scheduling (3) wait until all the nodes mapped on all processing elements have finished their execution, and the asynchronous transfers have also completed.

IV. TASK MIGRATION

Our goal is to relocate during the runtime of application, the execution of a kernel representing a node in a DFG model from its native computing element to another computing element, in a real-time conditions, i.e. in a deterministic time. In the first subsection, we present the migration strategy selected to minimize the impact of the migration on the output data flow. In the second subsection, we detail its implementation.
through an example and we give the algorithm. The last subsection will be devoted to the mathematical modeling of the execution time and the throughput of data engendered by our migration approach.

Fig. 4: Migration of the data flow graph (DFG) application mapped on cluster

A. The migration strategies

Several migration strategies can be proposed, but do not answer our goal that is to minimize the impact of the migration on the output data flow. For example, to proceed the migration in the Figure 4, we can stop the execution of all kernels of application, transferring the data contained in the buffers of original path to the buffers of destination path and resume the execution after all data was copied. The drawback of this approach is that the system will be halted while copying the data from original to the migrated path. This time depends on the data size to move and the data link speed. Therefore, this strategy can interrupt the flow during a long time. Another approach consists in leaving the data in original path and regenerates them once again on the destination path. This approach has many drawbacks: some computations are done twice and some data continuously generated data by sensors or video camera or intermediate data may not be available. For those reasons, this second strategy is not also a good response for our objective.

The idea is to stop the flow at minimum as possible. The strategy that we propose is based on this principle. It consists in feeding progressively the flow to the destination path and, in the same time, to empty the data flow residue in the original path. However, the two paths may have different size, and therefore require different time to fill and empty. In this case, synchronization is necessary for maintaining the integrity of the data stream.

B. Strategy of emptying and filling in the same time

Concretely, the strategy of emptying and filling in the same time is to retrieve the data contained in the buffers of the original path and evacuate them to the downstream path, parallel and in the same time, redirect data produced by the upstream path to the buffers of migration path, so, the data stream is preserved. In what follows, we explain how this strategy is implemented in the context of our runtime.

At the time of migration, at the end of an iteration, the first step is the instantiation of a new node in the implementation graph (IG), identical to that we wish to migrate. It is mapped on the destination computing element, and connected by the edges to the predecessor and the successor of the original node as shown in the Figure 4. Subsequently, the buffers are introduced to complete the construction of the migration path. The second step is to program the original path and the migration path in the IG of application, to empty and fill gradually the data flow in parallel. To do this, we compute a couple of weights on the edges of each path that represents their start time and stop time. These two weights are checked and updated at each iteration for allowing or not the calculations and the data transfer on each edge. Thus, to gradually empty the original path simply set the weights representing the stop time increasing manner. And, to gradually fill the migration path, set the weights representing the start time of increasing manner as well. In this way, during the next iterations, both paths will empty and fill gradually and in parallel. However, the size of the paths may be different and can require a different number of execution’s iterations to be crossed. Indeed, according to the processing element where the migrated node is instantiated, the number of interface buffers may increase or decrease compared to the number of buffers present in the original path. In this case, it is necessary to add one step to synchronize production and consumptions of data in order to preserve the integrity of the stream. Concretely, it must reprogram the data transfer on the upstream path and the downstream path. We distinguish three scenarios that we discuss in what follows.

Fig. 5: Updated implementation graph (IG) with equal migration path

1) Original and destination paths are equal: This scenario, shown in Figure 5, is the simplest because the migration path is equal to the original path. In fact, a data unit requires 3 iterations for completely pass through
both paths. Therefore, to migrate the task \((\text{dummy} - \text{gpu})\) we just have to redirect the produced data stream in upstream path \((\text{Producer, bn}0, \text{dummy} - \text{cpu})\) toward the migration path \((\text{dummy} - \text{cpu}, \text{bn}6, \text{bn}7, m - \text{dummy} - \text{gpu}, \text{bn}8, \text{bn}9, \text{dummy} - \text{cpu})\), and then program its start-time weight increasingly, and the stop-time weight of the original path \((\text{dummy} - \text{cpu}, \text{bn}1, \text{bn}2, \text{dummy} - \text{gpu}, \text{bn}3, \text{bn}4, \text{dummy} - \text{cpu})\) increasingly as well. Finally, we compute the necessary number of iterations to switch between the data-flow of the original path and the migrated path, incoming to downstream path \((\text{dummy} - \text{cpu}, \text{bn}5, \text{consumer})\). In the example that is equal to 3.

Fig. 6: Updated implementation graph (IG) with shorter migration path

2) **Original path is longer than destination path:** In this case, shown in Figure 6, the original path \((\text{dummy} - \text{cpu}, \text{bn}1, \text{bn}2, \text{bn}3, \text{dummy} - \text{gpu}, \text{bn}4, \text{bn}5, \text{bn}6, \text{dummy} - \text{cpu})\) is longer than the migration path \((\text{dummy} - \text{cpu}, \text{bn}8, \text{bn}9, m - \text{dummy} - \text{gpu}, \text{bn}10, \text{bn}11, \text{dummy} - \text{cpu})\). Indeed, a given data unit requires 5 iterations to cross the original path, while on the migration path, it requires only 3 iterations. Therefore, the flow in the upstream path \((\text{Producer, bn}0, \text{dummy} - \text{cpu})\) must stop during this difference of number of iterations to allow synchronization between the arrival of the data on the migration path and the emptying of the data flow from the original path, which corresponds to 2 iterations in the example. To perform this, we set the value of the difference in length as stop-time weight on the upstream path, i.e. 2 in the example. The original path should also be gradually emptied that is done by setting its stop-time weights increasingly, \((0, 1, 2, 3, 3, 4, 5, 6)\) in the example and by setting the start-time weights in the migration path increasingly, which corresponds to \((2, 3, 4, 4, 5, 6)\) in the example. Finally, the flow switching between the original path and the migrated path will occur when all the data on the original path are consumed, and in the same time, when the first data arrives at the end of the migration path. In the example, it is 5 iterations after the beginning of the migration. That way, the downstream path \((\text{dummy} - \text{cpu}, \text{bn}7, \text{consumer})\) is continuously fed.

3) **Original path is shorter than destination path:** In the latter case, shown in Figure 7, we present the application of our approach if the migration path is longer than the original path, which means that data unit requires more iterations to circulate on the migration path \((\text{dummy} - \text{cpu}, \text{bn}6, \text{bn}7, \text{bn}8, \text{dummy} - \text{gpu}, \text{bn}9, \text{bn}10, \text{bn}11, \text{dummy} - \text{cpu})\) than on the original path \((\text{dummy} - \text{cpu}, \text{bn}1, \text{bn}2, \text{dummy} - \text{gpu}, \text{bn}3, \text{bn}4, \text{dummy} - \text{cpu})\), respectively 5 iterations for the migration path and 3 for the original path. Consequently, it is necessary to stop the flow in the downstream path \((\text{dummy} - \text{cpu}, \text{bn}7, \text{consumer})\) for a number of iterations representing the difference in length between the two paths, 2 in the example, but only after the migration path is filled, i.e. 3 iterations in the example. Concretely, it is necessary to initialize the stop time weights of the original path increasingly \((0, 1, 2, 3, 4, 4, 5, 6)\) and the start time weight of the migration path in the same way \((0, 1, 2, 3, 3, 4, 4, 5, 6)\). The start time weight of the downstream path has also to be increasingly initialized from the number of iterations necessary for the flow to come to the end of the migration path \((6, ..., 4)\) and the weight of the stop time from the number of iteration necessary for the flow come to the end of the migration path \((4, ..., 1)\), which will in the example, stop the flow in the downstream path during 2 iterations at 4th iteration time, then restarting after.

All these steps of our task-migration approach implementing are resumed in the algorithm 1.

Algorithm 1 Task migration

**Input:** Implementation graph (IG). Destination computing element (CE_dest). Kernel to migrate (Ker).

**Output:** Updated implementation graph (IG’)

```
1: org ← Research(IG, Ker)
2: mig ← Copy(org)
3: IG ← Mapping(mig, CE_dest)
4: IG ← Buffers_introduce(Pred(org), mig)
5: IG ← Buffers_introduce(mig, Succe(org))
6: IG ← Update_weight(Original_path)
7: IG ← Update_weight(Migration_path)
8: if Length(Orig_path) > Length(Migr_path) then
9:     IG ← Update_weight(Downstream_path)
10: end if
11: if Length(Orig_path) < Length(Migr_path) then
12:     IG ← Update_weight(Upstream_path)
13: end if
14: IG’ ← IG
```
C. Modeling and analysis

In this section, we propose a mathematical model to describe our migration approach and predict its impact on the output data. As described in the section III, our runtime runs in the form of repetition of iterations. In one iteration, all computing elements execute in parallel the tasks of the DFG application mapped on it, and transfer the results to others computing elements through the buffers with communication computation overlap. We describe the execution of our runtime in time as follows:

\[
Time = \sum_{i=1}^{n} (IT(i))
\]

- \(IT(i)\): Time of executing the iteration number \(i\).
- \(n\): Total number of iterations.

Knowing that each runtime iteration consumes one unit of input data and produces one unit of output data; we can describe the rate of outflow through time as follows:

\[
D(i) = \frac{1}{IT(i)}
\]

Therefore, the minimum throughput of outflow is:

\[
D_{min}(i) \geq \frac{1}{\max_{i \in 1,n} (IT(i))}
\]

In the case of migration, the description of the overall runtime execution time is represented by the equation below in three parts. A first part before the migration where the runtime executes the initial graph DFG. A part during migration: the runtime empties the original path and fills the migration path in parallel. And third part after the migration, where the runtime executes the updated DFG graph.

\[
Time_{mig} = \sum_{i=1}^{a-1} (IT_{org}(i)) + \sum_{i=a}^{a+b} \max(IT_{org}(i), IT_{mig}(i)) + \sum_{i=a+b+1}^{n} (IT_{mig}(i))
\]

- \(IT_{mig}(i)\): Time of iteration on migration graph.
- \(IT_{org}(i)\): Time of iteration on original graph.
- \(a\): Iteration of starting the migration process.
- \(b\): Number of iterations representing the biggest length between the migration path and the original path.

However, to describe the outflow for our migration approach, we distinguish two cases according to their repercussion on the output data rate: The first case, where the output stream is not stopped during the iterations, i.e. each iteration produces output data unit. It is the case of a task-migration with a destination path equal to or shorter than the original path. Indeed, since the downstream path is not stopped, the flow of output data is given as one data unit by iteration. Consequently, the minimum rate of outflow is described by the following equation:

\[
D_{min} \geq \frac{1}{\max_{i \in 1,n} (IT_{org}(i), IT_{mig}(i))}
\]

The second case, where the output stream is delaying during a few iterations in task-migration process with the destination path longer than the original path. Here, the flow of output data is not always equal to a unit by iteration because in the time of migration, the downstream path is stopped during a number of iterations equal to the difference in length between the original path and the migration path. Consequently, the minimum rate of outflow is described in the following equation:

\[
R_{min} \geq \frac{1}{\sum_{i=a+c}^{a+c+k} \max(IT_{org}(i), IT_{mig}(i))}
\]

- \(e\): Length of the original path in iterations.
- \(k\): Number of iteration representing the length difference between the original path and the migration path.

Based on the proposed model, we predict in any case the impact of our migration process on the response time of the execution. Indeed, the lower bounds presented in the previous equations allowing to measure the worst case of reduction of output data flow.

V. CASE STUDY: SALIENCY MAP

The goal of our work is to migrate the execution of a task of a DFG application between nodes of cluster. In the precedents subsections, we proposed an approach of migration, described its implementation and gave a mathematical model which can be used to predict its impact. In what follows, we apply our approach for the construction of visual saliency map in order to validate our work under real world case. First, we describe the visual saliency map application and we present its algorithm. Second, we show the DFG modeling of this algorithm and its implementation on a heterogeneous CPU-GPU cluster. Third, we present the results of task-migration with our approach, and analyze its impact on the output data flow.

A. The visual saliency model

Based on the primate’s retina, the visual saliency model is used to locate regions of interest, i.e. the capability of human vision to focus on particular places in a visual scene. The implementation that we use is the one proposed by [17] as shown in Figure 8. His algorithm (Algorithm 2) is: First, the input image \((r-im)\) is filtered by a Hanning function to reduce intensity at the edges. In the frequency domain, \((cf-im)\) is processed with a 2-D Gabor filter bank using six orientations and four frequency bands. The 24 partial maps \((cf-maps[i,j])\) are moved in the spatial domain \((c-maps[i,j])\). Short interactions inhibit or excite
Capture, Hanning filter, FFT, Gabor filter, IFFT, Interactions, Normalizations, Display.

Thus, the kernel is a part of code of application that processes input data and produces output data, a frame in our case. In our application, the Capture and Display kernels are mapped on CPUs, while the others are mapped on GPUs. We previously show that this application can be implemented in real-time on our CPU-GPU cluster (Figure 9) for a video resolution of 512 × 512 pixels.

Based on this work, we experiment our migration approach to remap the execution of this saliency application kernels on different computing elements of the cluster, and we analyze its impact on the video outflow. The cluster that we use consists of two nodes, A and B shown in the Figure 9 connected by Infiniband link. Each node contains a 8-core CPU Intel(R) i7 and two Graphics Processing Unit (GPU), GeForce GTX 285 and Quadro 4000.

To estimate the real impact of our approach, we propose three scenarios of kernel-migration experimented on the saliency application described before. In these scenarios, we maintain all the application kernels as originally mapped in Figure 9, and move only the kernel (gpu − normalize). In the first scenario, we experiment the case where the original and the migration paths are equals, i.e. data needs the same number of iterations for running through them. We migrate at iteration 25 the kernel (gpu − normalize) mapped initially on computing element (B-GPU0) to (B-GPU1). In the second scenario we experiment the case where the migration path is shorter than the original path, i.e. data need fewer number of iterations for running through the destination path. For this, we migrate the kernel (gpu − normalize) from (B-GPU0) to (A-GPU0). In the last scenario, to obtain a migration path longer than the original path we migrate the kernel (gpu−normalize) from (A-GPU0) to (B-GPU0). In what follows, we present the obtained results for the output flow and the execution time of iterations. We also explain and analyze the impact of migration on them in each scenario.

**Algorithm 2 Static pathway of visual model**

**Input:** An image \( r_{im} \) of size \( w \cdot l \)

**Output:** The saliency map

1. \( r_{fim} \leftarrow \text{Hanning filter}(r_{im}) \)
2. \( c_{fim} \leftarrow \text{FFT}(r_{fim}) \)
3. for \( i \leftarrow 1 \) to orientations do
4.   for \( j \leftarrow 1 \) to frequencies do
5.     \( c_{f} \leftarrow \text{Gabor filter}(c_{fim}, i, j) \)
6.     \( c_{maps}[i, j] \leftarrow \text{IFFT}(c_{f} \cdot \text{Interactions}(c_{maps}[i, j])) \)
7.     \( r_{maps}[i, j] \leftarrow \text{Normalization}(c_{maps}[i, j]) \)
8. end for
9. end for
10. \( \text{saliency}\_map \leftarrow \text{Summation}(r_{normaps}[i, j]) \)

the pixels, depending on the orientation and frequency band of partial maps. The resulting values are normalized between a dynamic range before applying Itti’s method for normalization, and suppressing values lower than a certain threshold. Finally, all the partial maps are accumulated into a single map that is the saliency map of the static pathway.

**B. The DFG visual saliency mapping on CPU-GPU cluster**

As described in last subsection, the visual saliency model is a DSP application represented as sequence of successive processing kernels implemented by nodes in the DFG model (Capture, Hanning filter, FFT, Gabor filter, IFFT, Interactions, Normalizations, Display). Thus, the kernel is a part of code of application that processes input data and produces output data, a frame in our case. In our application, the Capture and Display kernels are mapped on CPUs, while the others are mapped on GPUs. We previously show that this application can be implemented in real-time on our CPU-GPU cluster (Figure 9) for a video resolution of 512 × 512 pixels. In this section, we present for each scenario two measures in one Figure: The evolution in each iteration of its execution time in millisecond represented by green curve and the throughput of output video (FPS) with the blue curve. In the same figure, we show also for each iteration if an output frame is produced or not. The production of a new frame is represented by a green star on the green curve. The output FPS depends on the production or not by each iteration of an output frame, and of iteration executing time. In that

**Fig. 8:** The static pathway of the visual saliency application

**Fig. 9:** Implementation graph of visual saliency application

**C. Results**

In this section, we present for each scenario two measures in one Figure: The evolution in each iteration of its execution time in millisecond represented by green curve and the throughput of output video (FPS) with the blue curve. In the same figure, we show also for each iteration if an output frame is produced or not. The production of a new frame is represented by a green star on the green curve. The output FPS depends on the production or not by each iteration of an output frame, and of iteration executing time. In that
follow, we analyze and explain the variations induced by our migration process on these measures and compare them with the predictions given by equations in our model (section IV).

1) Equal migration path: In this case, the results are shown in Figure 10 where the migration begins at iteration 26 and takes 7 iterations. We distinguish three parts:

Before the migration until iterations 25, the runtime executes iteratively the original implementation graph (IG) in constant time nearly of 40 ms per iteration (Green curve). Except in the first iteration, where it constructs the graph model and allocates the buffers. Also, in this step of execution, each iteration consumes one frame from input video and produces also one frame. Thus, the throughput of outflow video (Blue curve) depends only on executing time of the iteration, and it is relatively constant (25 FPS) that corresponds to our prediction.

During the migration between iterations 26 and 32, the migration process initiates first at the iteration 26, the construction of migration path. It allocates its buffers and programs the filling and emptying of data. Therefore, the time of this iteration is extended, shown by a peak in the green curve up to 60 ms. The migrations (26,27,..,32) fill and empty in parallel the data without extra time. So the time of iteration equals the longer execution between the original path and the migration path as predicted in our model. In this step, one frame is produced at each iteration. Thus, the throughput of output flow depends only on iteration time. It is relatively constant (25 FPS), except at iteration 26 where it decreases to 17 FPS that is the minimum given by model.

After the migration from the iteration 33, the runtime executes the updated implementation graph (IG) with constant time in each iteration (20 ms in Green curve). All iterations produce a frame as shown in Figure (Green stars). Therefore, the throughput of output flow is constant at 45 FPS.

2) Shorter migration path: In this scenario represented by the Figure 11, the migration process occurs also at iteration 26 and takes 7 iterations. We distinguish three parts of execution:

Before the migration (it < 26): In this step, we see the same behavior as in the first scenario. The time of iteration (green curve) is nearly of 20 ms except for the first iteration. The throughput of the output flow depends on it and is also constant with a value of nearly 45 FPS.

During the migration (25 < it < 33): At iterations 26 and 27, the migration process initiates first the update of the implementation graph (IG) and empties the original path without filling the migration path because it is shorter. It extends the time of iteration 26 to 30 ms, but reduced the time of iteration 27 to 18 ms. In the rest of iterations (28,29,30,31,32), the runtime fills and empties in the same time, which stabilizes progressively the green curve at 20 ms. In this scenario, the output flow doesn’t stop during iterations. The throughput of output flow depends only on the time of iteration. The minimum is 35 FPS as expected by proposed model in section IV.

After the migration (it > 32): In this step, the runtime executes the updated implementation graph (IG) with constant time in each iteration (20 ms in Green curve). Also, all iterations produce a frame as shown in Figure (Green stars). Therefore, the throughput of output flow is constant at 45 FPS.

3) Longer migration path: The last scenario shown in the Figure 12 represents the extension of migration path of 5 iterations. The migration occurs at iteration 26 and lasts 5 iterations. The evolution of results is also characterized by the three parts:

Before the migration (it < 26): The runtime executes the original implementation graph (IG) in constant time nearly of 30 ms per iteration (Green curve). In the first iteration, it constructs the graph model and allocates the buffers which extend time of execution. Also, in this step, each iteration consumes one frame from input video and produces also one frame (Green stars). Thus, the throughput of output video (Blue curve) depends only of executing time of the iteration, and it is relatively constant (50 FPS).

During the migration (25 < it < 32): At iterations 26 and 27, the migration process initiates in the first one the update of
the IG, and it fills the migration path and empty the original path. Thus, time of iteration 26 is extended to 47 ms, while in iteration 27 is preserved to 20 ms. The output flow doesn’t stop during this two iterations and the throughput depends only of time. However, in the rest of iterations (28,29,30) the downstream path is stopped during 3 to synchronize the stream. The output frames are not produced during this time, and generate an outflow throughput reduction to minimum 15 FPS, even if the times of iterations are in 20 ms. This comportment is also predicted by our proposed model in section IV.

After the migration \( i_t > 31 \): In this step, the runtime executes the updated implementation graph IG. The time (green curve) is stabilized at nearly 20 ms which produces a throughput (Blue curve) with 50 FPS because it depends only on it.

VI. CONCLUSION

This paper presents our approach of task migration between nodes of CPU-GPU cluster under real-time constraints. We provided the following contributions. We proposed a strategy to migrate a kernel of DFG application that minimizes the reduction of the data flow rate. Its implementation permits its achievement for parallel and distributed execution of DFG on CPU-GPU cluster. We also proposed a mathematical model to predict the impact of our migration approach on the output data stream. Finally, the migration process was experimented on a real-time saliency map construction of an input video and we shown the repercussion of the migration on the output video rate.
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