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Abstract

We present a comprehensive survey on parallel I/O in the high performance computing
(HPC) context. This is an important field for HPC because of the historic gap between
processing power and storage latencies, which causes applications performance to be impaired
when accessing or generating large amounts of data. As the available processing power and
amount of data increase, I/O remains a central issue for the scientific community. In this
survey, we focus on a traditional I/O stack, with a POSIX parallel file system. We present
background concepts everyone could benefit from. Moreover, through the comprehensive
study of publications from the most important conferences and journals in a five-year time
window, we discuss the state of the art of I/O optimization approaches, access pattern
extraction techniques, and performance modeling, in addition to general aspects of parallel
I/O research. Through this approach, we aim at identifying the general characteristics of
the field and the main current and future research topics.

Keywords: Parallel file systems, high performance computing, storage systems.

1 Introduction

Computing systems have a memory hierarchy where programs’ data is stored and from where
instructions are fetched for processing in the CPU. At the last level of this memory hierarchy
resides a non-volatile storage device – such as a hard disk drive (HDD) or a solid state drive
(SSD). File systems abstract the physical storage devices, allowing applications to make input
and output (I/O) requests for portions of files.

Large scientific applications such as weather forecast and seismic simulations typically exe-
cute on cluster or massively parallel processing (MPP) architectures. In these supercomputers,
the application’s workload is separated into multiple processes, executing on different comput-
ing nodes. These processes often need access to shared files. Parallel file systems (PFS) allow
applications processes to access shared files transparently – i.e., without knowledge of where
these files are actually stored. Another key characteristic of parallel file systems is the use of
multiple machines (servers) to store data. With this approach, data can be retrieved from the
servers in parallel, an important concept for performance.
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Regarding performance, the high performance computing (HPC) field is today in its petascale
era – a processing power of one quadrillion floating point operations per second. Nonetheless,
there is a historic gap between processing and I/O, since the latter depends on slower devices
such as memory, disks, and network [82]. Because of that, applications that need to access large
amounts of data often have their performance impaired by I/O.

For instance, recording every collision at the Large Hadron Collider (LHC) would require
generating approximately one petabyte of data to the storage system per second. Even using
filters to decrease the amount of output, by the 2020s the LHC is expected to be dealing with
exabytes of data [19]. Despite decades of research effort into providing high performance parallel
I/O, as applications’ needs and data amounts grow, I/O continues to be a central issue on the
path to exascale [21].

In this article, we present a survey of the parallel I/O research field in the HPC context. Our
focus is the traditional I/O stack, which includes a POSIX parallel file system. Therefore, we
do not discuss storage tools for grid and cloud environments, or for big data processing, such as
HDFS [98]. Nonetheless, many of the presented techniques and discussions could be expanded
for other storage systems.

Our contributions are twofold: first, we provide the basic concepts so readers which are
unfamiliar with the subject can understand what is parallel I/O, the main components involved,
the common problems, and the techniques typically applied to achieve high performance. We
believe this knowledge is useful to the whole scientific community, as applications often observe
poor performance due to poor I/O design.

Second, we aim at identifying current and future research topics in parallel I/O. We have
focused on five years of publications from the field’s most important conferences and journals.
By exploring the research activity of the last five years, we aim at answering questions such as:

• Has the amount of research effort put into the field grown over the past few years?

• What are the main techniques HPC researchers resort to when working to improve I/O
performance?

• Which are the research topics this community is expected to put more effort in the next
years?

Additionally, we work to characterize the research on parallel I/O for HPC: the most used
systems and tools, what are the most active countries and institutions, general characteristics
of publications in the field, etc.

The remainder of this article is organized as follows: Section 2 explains the survey method-
ology, lists the considered conferences and journals, and presents some data on them. Section 3
provides a background for parallel I/O in the HPC context, discussing the main components
and factors involved in achieving high performance. By the end of Section 3, surveyed data is
presented identifying the most used tools for research. The state of the art on techniques to
improve performance of parallel file system access is discussed in Section 4, followed by the state
of the art in applications’ access pattern extraction and performance modeling in Section 5. Sec-
tion 6 discusses practical aspects of parallel I/O research, identifying general characteristics of
the studied publications. Finally, Section 7 concludes this article by summarizing the presented
information and listing the main topics for future research.

2 A Survey on Parallel I/O for HPC

In order to get a representative picture of the state of the art in parallel I/O for HPC, we have
made a selection of widely known, leading quality conferences and journals:
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• ACM International Conference on Architectural Support for Programming Languages and
Operating Systems (ASPLOS);

• IEEE/ACM International Symposium on Cluster Computing and the Grid (CCGrid);

• IEEE International Conference on Cluster Computing (CLUSTER);

• International European Conference on Parallel and Distributed Computing (Euro-Par);

• USENIX Conference on File and Storage Technologies (FAST);

• ACM International Symposium on High Performance Parallel and Distributed Computing
(HPDC);

• ACM International Conference on Supercomputing (ICS);

• IEEE International Parallel & Distributed Processing Symposium (IPDPS);

• IEEE Symposium on Massive Storage Systems and Technology (MSST);

• The IEEE/ACM International Conference for High Performance Computing, Networking,
Storage and Analysis (SC);

• ACM Computing Surveys (CSUR);

• Elsevier Journal of Parallel and Distributed Computing (JPDC);

• Elsevier Parallel Computing (ParCo);

• IEEE Transactions on Computers (TOC);

• ACM Transactions on Computer Systems (TOCS);

• ACM Transactions on Storage (TOS);

• IEEE Transactions on Parallel and Distributed Systems (TPDC).

We have defined a five-year window for this analysis, covering publications between 2010
and 20141. We went through all proceedings and issues inside the time window – a total of 5629
publications – to identify relevant work by looking at title and abstract. This activity aimed at
avoiding “false negatives”, i.e., a paper would be selected at the slight suspicion of relevance so
no relevant work would be lost. This process resulted in 140 selected papers for further analysis
(2.5%).

The analysis consisted of reading each article and answering a set of questions. Most of
the prepared questions were answered by marking it with predefined “tags” such as “New file
system”, “I/O scheduling”, or “Simulation”. Because of the selection approach, some of the
selected papers were not in fact relevant for this survey. Therefore, they were later excluded
from the analysis. In the end, 103 articles remained (1.8%).

Papers were considered relevant when discussing traditional (POSIX) parallel I/O in an HPC
context, even if the presented experimental results do not contemplate this scenario. Moreover,
techniques to characterize parallel applications’ access patterns were also considered relevant,
since the goal is often to provide information to parallel I/O optimization techniques. Table 1
presents the number of published and selected papers by conference or journal. It is important
to notice that we have not found relevant articles in the ACM Computing Surveys journal, which
motivates the present work. In fact, in our analysis no survey was found.

12015 was not included because most of the analysis was conducted in the middle of the year, when not all
proceedings and issues were available.
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Table 1: Number of selected publications for the survey

Conferences Journals
Publications Selected (%) Publications Selected (%)

ASPLOS 182 1 (0.5%) CSUR 198 0 (0%)
CCGrid 300 9 (3%) JPDC 630 1 (0.1%)
Cluster 179 10 (5.6%) ParCo 257 1 (0.4%)

Euro-Par 306 3 (1%) TOC 869 2 (0.2%)
FAST 115 5 (4.3%) TOCS 54 0 (0%)
HPDC 109 10 (9.2%) TOS 72 1 (1.4%)

ICS 179 6 (3.3%) TPDC 1069 7 (0.6%)
IPDPS 579 12 (2.1%)
MSST 135 10 (7.4%)

SC 396 25 (6.3%)

TOTAL 2480 91 (3.7%) TOTAL 3149 12 (0.4%)

From 103 surveyed papers, 91 (88%) are from conferences and 12 (12%) from journals. These
numbers are further explored in Figure 1, that shows the number of selected publications by
conference or journal (Figure 1(a)) and the number of publications by year (Figure 1(b)). These
numbers indicate that research on parallel I/O is more often published in conferences
than in journals. This holds true even if we exclude the generic journals on Computer Science
(CSUR, TOC, and TOCS), considering only the ones specialized in parallel and distributed
systems and storage: TOS and TPDC, for instance, publish proportionally fewer pieces on the
subject than most conferences.

Regarding field representativeness, i.e., how many of the papers published in a conference or
journal are about parallel I/O for HPC, the most relevant conferences are, in this order: HPDC,
MSST, and SC. However, considering the absolute number of relevant publications, the most
relevant conferences are SC and IPDPS.

We can also notice from Figure 1(b) that 2012 was particularly productive regarding parallel
I/O research, with approximately 60% more publications than the other studied years. In 2012,
SC had ten relevant papers (the conference’s average for the other years is approximately four).
CLUSTER and MSST also presented “parallel I/O peaks” in that year. The next sections
classify the surveyed articles according to their focus and proposed techniques.

3 The Parallel I/O Stack

Files are accessed by applications through an interface that defines I/O operations like open,
write, read, and close. These operations generate requests treated by the file system. On large-
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Figure 2: Logical components involved in performing I/O to parallel file systems

scale architectures such as clusters, parallel file systems provide a shared storage infrastructure
so applications can access remote files as if they were stored in a local file system. We call
processes that access a PFS its clients.

Figure 2 shows an overview of the main components that affect I/O performance when using
parallel file systems. They are discussed in Sections 3.1 to 3.4, providing the base concepts
needed for the rest of this document. Section 3.5 presents some data gathered during our
analysis, and concludes this part of the discussion.

3.1 Storage Devices

We start our discussion by storage devices, the last level of the considered I/O stack. Actually,
storage in tapes is often the final level for data in a supercomputer. Nonetheless, archiving is
a postmortem activity, and we focus on the main levels that affect performance perceived by
applications while accessing a parallel file system.

Hard disk drives (HDDs) have been the main storage device available for many years. They
are composed of magnetic surfaced rotating platters. Accessing data requires moving the head to
the proper location, an operation known as seek. HDDs are known for having better performance
when accesses are done sequentially instead of randomly because the former minimizes seek
times. [82]

A popular solution for storage in HPC systems is the use of redundant array of independent
disks (RAID), which combine multiple hard disks into a virtual unit for performance and relia-
bility purposes. Data is distributed among the disks, in fixed size portions called “stripes”, and
can be retrieved in parallel, which improves performance. RAID performance is affected by the
combination of stripe size and access size.

Solid state drives (SSDs) are a recent flash-based alternative to hard disks. Their advantages
include higher bandwidth and less sensitivity to access sequentiality. Due to their internal
organization, which allows for some parallelism, SSDs typically present better performance for
large requests [45]. There is a growing adoption of SSDs, although their larger cost per byte
still cause many parallel file system deployments in clusters to store data in hard disks.

In addition to storage devices’ physical characteristics, performance behavior observed when
accessing them also reflects characteristics from higher levels of the server’s local I/O stack.
Most HDDs and SSDs contain a small cache in hardware. Additionally, the operating system
kernel has a cache to mask devices’ access costs. Both these caches typically perform prefetching
and read-ahead, techniques that try to predict data that will be accessed by applications in the
future and make these requests earlier. Therefore, random read accesses may perform worse
than sequential ones because they do not fully exploit these mechanisms. These approaches can
also be applied to parallel file systems clients’ caches, both for data and metadata. The next
section discusses parallel file systems.
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3.2 Parallel File Systems

Parallel file systems are composed of two specialized servers: the data server and the metadata
server. The latter is responsible for metadata, which is information about data like size, per-
missions, and location among the data servers. To access data, clients must first obtain layout
information from metadata servers.

As all basic file system operations involve metadata operations, metadata access scalability
impacts the whole system. Some systems cache metadata on clients to accelerate this access.
However, this technique brings the complexity of maintaining cache coherence, especially when
a large number of clients is concurrently accessing the file system. Another way of improving
metadata access performance is to distribute metadata among multiple servers, in a similar way
to what is done with data itself. This is done on systems like PVFS2 [53]. Other systems, like
Lustre [10], decide not to distribute metadata in order to keep its management simple.

Files are distributed among data servers in an operation called data striping. Each file
is divided into portions of a fixed size, called stripes, and the stripes are given to the servers
following a round-robin approach. PFSs main characteristic is the possibility of retrieving stripes
from different servers in parallel, increasing throughput. The striping configuration depends on
the system’s target applications. The retired Google File System [31] employed a 64MB stripe
size because its target applications performed very large sequential accesses only. PVFS, Lustre,
and GPFS [89] have defaults between 64KB and 1MB.

Some systems apply locking on the servers in order to keep consistency in the presence of
concurrent accesses. This is done by Lustre using stripe granularity, i.e., multiple clients are not
allowed to access the same stripe concurrently. Other systems, like PVFS, leave the consistency
to be treated by users for simplicity and performance.

In order to include fault tolerance, some systems support replication of data and metadata.
This is usually done by keeping mirrored servers and may have a performance impact to keep
copies synchronized. On the other hand, having the same data on more than one server allows
parallel access, potentially improving performance.

The abstraction of objects is often used to store PFS servers’ portions of data, supporting
object-based storage solutions. One example of such a case is Lustre, where data servers are
called “object storage servers” (OSS). Another alternative is storing data in files through a local
file system on the servers. When object-based storage is not available, objects are usually also
stored as local files. Section 3.2.1 give an overview of some popular parallel file systems.

3.2.1 Popular parallel file systems

PVFS is an open-source PFS where servers run at the user level. PVFS provides two client
interfaces: the UNIX API as presented by the client operating system and MPI-IO by leveraging
the ROMIO implementation. The latter links directly to a low-level PVFS API for access. PVFS
also supports distributed metadata, and metadata servers may be collocated with data servers.

The Lustre file system is another open-source PFS, entirely implemented in the Linux kernel.
It has three major functional units: metadata servers (MDS), object storage servers (OSS) and
clients. MDS nodes have one or more metadata targets (MDT) devices that store metadata in a
local file system. OSS nodes store files data on one or more object storage target (OST) devices.
The capacity of the PFS is the sum of the capacity of its OSTs. Lustre presents a global POSIX
namespace to all clients.

The IBM GPFS is a commercial PFS designed for HPC and data-intensive applications.
GPFS is founded upon a shared storage model, distributing and managing files in a shared
storage system while providing a single namespace for all nodes.

The Panasas file system [71] is divided into storage nodes and manager nodes. The former
provide access to object storage devices (OSDs) and are accessed directly from clients during

2In this text, we use “PVFS” referring to both PVFS2 and OrangeFS, a recent branch of PVFS2.
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I/O operations. The latter manage the overall storage cluster, implement the distributed file
system semantics, handle recovery of storage node failures, and provide an exported view of the
file system via Network File System (NFS) and Common Internet File System (CIFS).

3.3 The I/O Forwarding Layer

The I/O forwarding technique aims at decreasing the number of clients concurrently accessing
the file system servers by having some special nodes (often called I/O nodes) to receive the
processing nodes’ requests and forward them to the file system. The processing nodes may then
be powered with only a very simplified local I/O stack in order to avoid its interference with
performance. In this schema, the number of I/O nodes is typically larger than the number of
file system servers, and smaller than the number of processing nodes. [103]

The I/O forwarding technique is applied in several of the current Top5003 supercomputers.
For instance, it was employed in the storage infrastructure of Tianhe-2, ranked as second in the
Top500 list (November 2016). Tianhe-2’s 16000 computing nodes do not have a local I/O stack,
but instead, all I/O operations are transferred the 256 available intermediate I/O nodes. These
nodes are powered with high-speed SSDs, and configurations for each file determine when data
is transferred from the I/O nodes to the parallel file system [109].

The I/O forwarding idea has the advantage of providing a layer between application and file
system. This layer can work to keep compatibility between both sides and apply optimizations
such as requests reordering and aggregation, etc.

3.4 PFS Clients

Applications may start their execution by reading data from previous executions or previous
steps of the analysis. It is usual for simulations to have their execution organized as a series of
timesteps. Each timestep evolves the simulated space in time. The execution often finishes by
writing the obtained results, but I/O operations may also be generated at every given number of
timesteps. Another common reason for applications to generate I/O operations is checkpointing.
Some applications periodically write their state to files so their execution can be easily resumed
after interruptions.

We call the description of the I/O operations performed by an application its access pattern.
There is no globally accepted taxonomy for patterns. On the literature, papers that provide
some classification usually do it in the context of specific optimizations, considering only the
aspects that are relevant to the proposed techniques.

The most usual access pattern aspect is spatiality. It tells the location of requests into
files: contiguous, distant by a fixed value, randomly positioned, etc. Spatiality is an important
aspect because of its direct impact on performance. This happens because, as discussed in
Section 3.1, the storage infrastructure where servers store data has its performance affected
by access sequentiality. Other important aspects usually considered are request size, number
of generated/accessed files, intra-node concurrency, time between consecutive requests, arrival
rate, and operation (write or read).

3.4.1 I/O Libraries

Parallel file systems usually deploy a client module in processing nodes so they can view the
remote folders as local and access them through the POSIX API, which defines standard I/O
operations. Depending on the complex interaction between the different levels and on the
system design choices, performance will be better for some access patterns than for others.
Hence, achieving good performance depends on how well applications’ accesses suit the used
system. Nevertheless, this tuning between applications and systems is not easily achieved.

3Top500 - https://www.top500.org/lists/2016/11/.
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Figure 3: Parallel file system usage among the surveyed publications - in general and separated
by technique

First, PFSs do not have enough information to adapt to applications, as this information is
usually lost through the I/O stack. On the other hand, tuning applications would require them
to be developed considering a specific file system, which would compromise their portability.
Moreover, developers would need to know details about the target file system performance
behavior. Given these systems’ complexity, this behavior is not easily analyzed.

One solution is the use of I/O libraries, the most popular being MPI-IO [15]. These libraries
take charge of applications’ I/O operations and have the power to perform optimizations to adapt
their access pattern. High-level I/O libraries as HDF5 [100] and netCDF4 [54] also abstract I/O
operations by allowing the definition of complex data types and file formats. These formats can
be freely mapped to real files by these libraries, providing optimization opportunities. Section 4
discusses several techniques for I/O performance improvement.

3.5 Surveyed Data

There are already a few well accepted parallel file systems, so research papers proposing
new file systems are rare. From all the papers from this analysis, only one of them does
so. Yi et al. [111] propose a block-based PFS where metadata is stored physically separated
from data – and clients are kept from accessing the storage device containing metadata – for
reliability purposes.

As expected, most of the selected articles use a parallel file system (96 out of 103). Figure 3
presents some numbers on PFS usage. Figure 3(a) presents the number of papers that use each
file system. The last bar – “other” – represents file systems that were not listed. Figure 3(b)
to 3(e) detail the usage among papers presenting techniques for access pattern extraction and
I/O optimization (for data or metadata access). In these four graphs, the “other” bars include
GPFS and Panasas, as we focus on the two most used systems. The numbers do not add up to
96 because some articles discuss more than one file system, and hence are represented multiple
times in the graphs. Similarly, data and metadata optimizations can be discussed in the same
publication.

From the ten most powerful supercomputers in the world according to the November 2016
edition of the Top500 list , five use Lustre, two use solutions based on Lustre, two use their own
custom file system, and one uses GPFS. Lustre importance in the HPC field can be confirmed
in the graphs from Figure 3. Nonetheless, we can see that PVFS is also very popular as a
research tool. PVFS is the most used PFS to prototype and evaluate access pattern
extraction techniques and data access optimizations.

4In this text, and in the presented surveyed data, we use “netCDF” to refer to both the original library and
the parallel version “PnetCDF”.
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Figure 4: I/O library usage among the surveyed publications - in general and separated by
technique

Among metadata access optimization efforts, diverse and less known file systems are used.
For this kind of work, researchers often choose the most convenient one in terms of ease to
modify (which may be a “research toy” or even a simulator). This happens because changing
the way a file system manages metadata access is a very critical modification which may require
adjustments in the whole system implementation. Hence, it makes sense to validate the opti-
mization techniques before putting the effort to implement them in a more complex, but more
popular, system.

From the analyzed publications, 70 (68%) use I/O libraries for their experiments. Figure 4
presents data on I/O library usage among the surveyed papers. Figure 4(a) shows the number of
publications using each library, and Figure 4(b) to 4(e) focus on the two most used libraries while
detailing usage among papers discussing access pattern extraction and optimizations. Similarly
to the previous graphs, the “other” bar includes libraries which were not listed, and publications
may count to multiple bars as they may use multiple libraries. We can see MPI-IO was used
in most of the papers (57 out of 70 that use some library - 81%). Over half of the I/O
optimization techniques (48 out of 81) implementations or evaluations have used MPI-IO.

Among articles that present techniques for access pattern extraction (30), most of them (26)
use some I/O library, 21 of them MPI-IO. I/O libraries are popular among these papers because
their high-level abstraction provides more information about applications, and this information
can be easily and transparently obtained.

Since applications present different access patterns, parallel I/O researchers often use bench-
marks to represent the many possible situations when evaluating their techniques. From the
research efforts considered in this survey, 79 (77%) use benchmarks for their experiments. Num-
bers on benchmark usage among the surveyed publications are presented in Figure 5. Figure 5(a)
shows the number of publications using each benchmark, Figure 5(b) counts publications that
discuss an access pattern extraction technique using each tool, focusing on the four most used
ones. Figure 5(c) to 5(e) present the number of publications proposing data and metadata access
optimization techniques, focusing on the two most used benchmarks. Again, the “other” bar
includes benchmarks that were not listed, and publications may be represented multiple times
in each graph as they may use multiple ones. The graphs show IOR was the most used I/O
benchmark. One of the main reasons for its popularity in the field is the possibility of easily
producing different access patterns by adjusting its parameters.

Nonetheless, “others” account for most publications (50 out of 79). During our analysis,
benchmarks were classified among “others” mainly when they were customized microbench-
marks, designed to present a specific behavior or stress some component. It is usual that parallel
I/O researchers use well-known tools in addition to customized ones, tailored to mimic target
applications characteristics. Customization is often needed because, despite the large number
of available benchmarks, most of them present a regular behavior, well-structured spatial access
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Figure 5: Benchmark usage among the surveyed publications - in general and separated by
technique

pattern (mostly 1D strided), and synchronous operations. These characteristics, although usual,
are not always enough to represent target scenarios.

Moreover, one problem that arises from the large number of available tools, in addition to
customized ones, is the lack of standardization. A standard set of benchmarks and applica-
tions, as the role played by the NAS parallel benchmarks5 in other fields of high performance
computing, would facilitate the comparison between techniques and strengthen the presented
validations. Such an effort towards standardization was made by the “Parallel I/O Benchmark-
ing Consortium”6 in the early 2000s. Nevertheless, our surveyed data do not indicate progress
in this aspect.

Finally, 26 (25%) of the papers used checkpointing as a motivation for work on parallel I/O.

4 Techniques to Improve Parallel I/O Performance

Since performance depends on applications access patterns, and some patterns are known to
perform better than others in some systems, ways of improving the performance for an appli-
cation often involve changing its access pattern to make it more suitable for the used system.
This can be done at the server side, mainly by modifying the file system; or at the client side,
by changing applications, I/O libraries, APIs, etc.

From the studied publications, 81 (79%) propose optimizations for parallel I/O. Figure 6
provides some surveyed data on these techniques. Figure 6(a) presents the number of publi-
cations separated by the optimization focus (data or metadata access), Figure 6(b) presents
publications separated by optimization place (server or client side), and Figure 6(c) integrates
both aspects.

Among papers proposing optimization techniques, most focus on data access (65, 80%).
Moreover, most techniques work on the client side only (48, 59%). We can see data access
optimization happens mostly on the client side, while the most usual place for
metadata access optimizations is the server side. This happens because metadata access
is usually triggered by a simple request from the client, and the rest happens in the file system
and depends on its metadata management approach. On the other hand, data access depends
on applications access patterns, and the access pattern can be adapted still on the client side,
as previously discussed.

This section describes some typical I/O optimizations techniques. Sections 4.1 to 4.5 discuss
these optimizations, Section 4.6 presents more surveyed data on them, and Section 4.7 concludes
this part of the survey.

5http://www.nas.nasa.gov/publications/npb.html
6http://www.mcs.anl.gov/research/projects/pio-benchmark/
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Figure 6: Surveyed data on optimizations - types of access and place for optimizations

4.1 Optimizations for Metadata Access and Small Files

Section 3.2 stated that distributing metadata storage among multiple servers is a strategy to
improve performance and scalability for metadata access. This design choice brings the extra
cost of managing this distribution to keep consistency.

A new hierarchical adaptive approach for metadata management is proposed by Hua, Zhu,
and Jiang [36]. Their approach applies Bloom filters to route metadata accesses among the
servers. Patil and Ganger [80] propose a file system directory service called GIGA+, consisting
of distributing directories entries among multiple servers using a decentralized hash-based in-
dexing. Consistency on directories indexes in clients’ caches is eventually maintained. Another
metadata distribution design called IndexFS was proposed by Ren et al. [87], with a table-based
architecture that incrementally partitions the namespace on a per-directory basis. Their ap-
proach includes bulk namespace insertion for creation-intensive workloads. Xiong et al. [108]
also propose a distribution policy among metadata servers, in addition to a consistency policy.
Their consistency policy focuses on allowing fast recovery in the presence of faults.

Metadata access may also become a bottleneck when the file system tree must be traversed
for transferring data to a permanent storage, visualization, post-processing, etc. In this context,
LaFon, Misra, and Bringhurst [51] propose three distributed algorithms - with no centralized
control - for traversing PFSs and performing file operations in parallel. Their algorithms are
adequate for different scenarios. They use a randomized work stealing scheduler to efficiently
balance workload between the worker processes (idle workers “steal” from other workers’ pending
queues).

One important concern for metadata management is reliability since the loss of a file meta-
data results in the file no longer being reachable. Hence, a fault in one of the metadata servers
may leave the system in a corrupted state, while a fault in a centralized metadata server may
cause the loss of the whole file system tree. For this reason, metadata replication is often applied.
Additionally, some systems keep metadata alterations in a journal, where these modifications
are only valid after committed through transactions (with guaranteed atomicity).

Chen, Xiong, and Meng [14] propose an alternative approach to both replication and jour-
naling, aiming at improving the performance of metadata access. They use the Paxos algorithm
to build a coordination mechanism with low synchronization latency, where all replica servers
simultaneously provide metadata read-access service. This mechanism decreases the impact of
server failures and avoids the interruption of service.

Oral et al. [77] improve the performance of ldiskfs, a variation of the ext3 file system used
by Lustre in both data and metadata servers. Two approaches were applied: using external
journaling devices to eliminate latency incurred by extra disk head seeks, and a software-based
optimization to aggregate commits.

In block-based symmetric architecture parallel file systems, metadata is often stored along
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with data in underlying storage devices, which may compromise reliability. Yi et al. [111] propose
an asymmetric file system where metadata are stored in a dedicated access domain, and clients
are not allowed to directly access it. Their approach applies a centralized metadata server.
To maintain scalability, they propose some techniques which include message stuffing, block
reorganization in the disk (so metadata belonging to the same directory are close to each other),
file layout prefetching and speculative file allocation (to avoid data fragmentation). They also
propose an algorithm to improve fault detection on the metadata server.

Situations where a large number of small files are accessed may present poor performance
due to contention on the metadata servers. Moreover, when a large file is read or written, the
initial cost of accessing its metadata is diluted by the larger read or write time. This does not
happen when files are small. Hence metadata access optimizations are often motivated by this
kind of workload.

Lu et al. [66] work to improve performance in such situations. They tackle the ordered
writes mechanism, which keeps consistency under distributed writes by ordering involved sub-
operations and ensuring data is written to storage devices before issuing metadata writes. This
mechanism can degrade performance, especially for situations with a large number of small files.
To improve performance, they propose a delayed commit protocol to transfer the order keeping
to the file system so applications do not have to synchronously wait. They also employ a space
delegation technique to cluster the space allocated to each client and increase the chance of I/O
merge.

4.2 Requests Aggregation and Reordering

Access patterns with small requests, although common between scientific applications, usually
achieve poor performance from the parallel file system. Therefore, several optimization tech-
niques focus on the idea of requests aggregation, which means coalescing small accesses, uniting
them into larger ones.

Islam et al. [39] present a checkpoint-restart library that works to coalesce requests from the
multiple processes to the PFS. They use information – variables name and type – to place similar
data close together. They do so because compression schemes work better with similar data.
Vishwanath et al. [104] aggregate requests from the processing nodes to the I/O forwarding
layer, promoting better usage of the target system – an IBM Blue Gene/P – interconnection.

One popular technique is the use of collective operations, whose idea consists on transforming
multiple non-contiguous accesses from an application’s processes into a single contiguous call.
The classical collective write implementation is a two-phased strategy: first all processes send
their data to processes that were selected as “aggregators”, and then aggregators perform the
write operations. Collective read operations follow a similar approach. This is the strategy
employed by ROMIO, a popular MPI-IO implementation [99].

The typical two-phase I/O strategy works when the multiple processes access a single file.
Kumar et al. [49] implement a two-phase I/O for multiple files in the context of the PIDX
library. In a following work, Kumar et al. [48] discuss a modification in their two-phase I/O
strategy. Their new proposal is a three-phase approach with an additional phase at the beginning
to restructure simulation data into large blocks to facilitate I/O aggregation. Finally, in a
more recent work, Kumar et al. [47] apply machine learning to automatically tune the library
parameters.

Chen et al. [12] use data layout information to improve collective I/O performance. Their
proposal consists of rearranging the partition of the file domain and of requests from aggregators,
aiming at matching the physical layout on the servers. In a more recent publication by Chen
et al. [13], they use the physical data layout information in their collective I/O approach so each
aggregator will access as few servers as possible. McLay et al. [69] demonstrate choosing the
appropriate stripe size is critical to collective write performance. They propose some heuristics
to facilitate this choice. Wang et al. [105] also propose a new approach for collective I/O. They
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break collective I/O calls into multiple iterations to fit the buffer size. These partitions are
optimized so each server is accessed by only one aggregator at each iteration.

The approach of decreasing the number of clients concurrently accessing each server, applied
by some papers, improves performance for some reasons. First, the concurrency on the servers
is decreased and network contention avoided. Additionally, in some systems there is a cost
associated with maintaining a connection between client and server, so these techniques save on
this cost. Lastly, this approach avoids contention caused by the servers’ lock mechanism.

Liao [55] proposes domain partitioning methods for collective I/O aiming at mitigating con-
flicts under stripe-based locking. The focus is to reduce lock contention on write operations in
shared file accesses, which typically causes serialization of concurrent I/O operations. Another
technique to reduce lock contention is presented by Nisar, Liao, and Choudhary [73]. Their ap-
proach consists of statically mapping file regions based on the stripe size and count to delegate
processes, reducing the concurrency on each server.

Despite being a popular technique, for a developer to know if collective I/O is advantageous is
not always trivial. Due to its added difficulty, many developers do not use this optimization in the
development of scientific applications and thus observe poor I/O performance. Natvig, Elster,
and Meyer [72] propose a mechanism to monitor communication and I/O from applications and
translate them into MPI-IO collective calls. Moreover, their approach works to aggregate writes
and reads in order to eliminate overlaps and improve performance. With a similar motivation,
Yu et al. [114] present a user level library to provide transparent collective I/O for applications
through a POSIX-like interface. Their interface aims at being easier to use than MPI-IO. Zhang
et al. [121] present a data management middleware for parallel scripting. Their approach also
works to automatically generate collective operations.

Performance improvements by collective operations come from both aggregation and reorder-
ing of small requests. If made independently by clients, these requests would hardly arrive at
the servers in offset order. Avoiding random accesses, as previously discussed, can improve
performance to access storage devices and promote better cache usage, also helping the effi-
cacy of techniques like prefetching and read-ahead. Requests reordering is the focus of some
optimization techniques.

PLFS is a library that transparently maps applications’ shared files into multiple actual files
in the file system. This approach is adequate, for instance, for applications where each process
accesses multiple sparse portions of a shared file (common for checkpointing). PLFS will then
map each process’ requests into an independent file, where they are contiguous. Manzanares et al.
[68] discuss some performance improvements to PLFS, focusing on concurrent reading (of a file
previously written with PLFS) and metadata access. File creation is optimized by distributing
the files managed by the library into multiple metadata servers. The latter optimization is
conceived for file systems that do not distribute metadata storage. When these systems are
deployed in a large-scale architecture, multiple file system trees are often kept at the same time
in order to alleviate the bottleneck of a centralized server. Each of these concurrent metadata
servers is responsible for a part of the directory tree. The optimization proposed by Manzanares
et al. [68] consists of distributing the library files in different points of this tree to avoid a
situation where only one of the servers is keeping all of them. Bent et al. [5] point PLFS as one
of the key solutions to support storage demands at the exascale era.

Figure 7(a) presents the number of publications on collective I/O by year. These publications
are more common in the beginning of the time window. A similar behavior can be observed in
the graph from Figure 7(b), which shows publications classified as any of the three techniques:
requests reordering, aggregation, or collective I/O.

4.3 Caching and Prefetching

A way of providing performance-transparent remote storage is the use of caches, in the different
levels of the I/O stack, to hide the latency of the remote access. The success of caching can be
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Figure 7: Number of publications that present discussed optimization techniques, separated by
year

improved by the prefetching technique, which, as previously stated, tries to fetch data from the
next levels before it is actually requested by applications, so it is already present in the cache
when needed.

Eshel et al. [26] present a cache file system called “Panache”, which uses pNFS to maintain
a distributed cache for data stored in GPFS. The technique proposed by Frings et al. [28] uses
prefetching to increase the performance of loading parallel applications with dynamically linked
libraries. Rajachandrasekar et al. [86] propose a user-level file system to keep checkpointing
requests in the main memory and transparently flush then to persistent storage. Their approach
includes support to remote direct memory access (RDMA).

Another caching middleware is proposed by Zhao, Qiao, and Raicu [123]. They introduce
a two-stage mechanism to decrease the amount of data to be transferred between processing
and intermediate I/O nodes. Isaila et al. [38] improve the IBM Blue Gene’s I/O forwarding
layer by proposing a two-level prefetching scheme (between clients and I/O nodes, and between
I/O nodes and file system servers). Prabhakar et al. [84] model the optimal cache allocation on
two-level cache systems through linear programming.

Kandemir et al. [43] define the concept of requests urgency, given by how long a request can
be delayed without affecting the application performance. They improve a caching mechanism
by prioritizing urgent requests. The approach by Seelam et al. [90] applies a library that traces
and detects the application access pattern. This information is used to guide prefetching to a
local buffer. Similar approaches - access pattern detection to guide prefetching - are proposed
by Patrick et al. [81], He, Sun, and Thakur [32], Lu et al. [65], and Tang et al. [97].

Suei, Yeh, and Kuo [96] propose a cache design for storage clusters using an SSD as cache
for an HDD. Their design focuses on wear-awareness, response time and hit ratio. This idea –
a fast SSD as a cache for an HDD – is also explored by Zhang, Davis, and Jiang [117].

The hybrid SSD+HDD approach is also used by Zhang et al. [120]. They apply SSDs to
store “fragments”, which are the initial and final portions of files that are not stripe size aligned.
Since the performance to obtain small portions is lower, the authors argue that the performance
of accessing the whole file is limited by these fragments, so accelerating the access to them
improves overall performance. Welch and Noer [106] store small files in the SSD in order to
optimize access to them, as they have observed that small files are the majority in parallel file
systems. The approach presented by He et al. [34] applies a cost model to make data placement
decisions. They evaluate the access costs of different regions of a file and place high cost regions
in SSDs.

As discussed in Section 3, these hybrid storage solutions have been gaining popularity because
simply replacing all hard disks by solid state drives would have a high cost. Therefore, HDDs are
kept for storage capacity and SSDs for performance. Other NVRAM technologies are also being
studied. New supercomputers are expected to include NVRAM devices in computing nodes.
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These devices are often called “burst buffers”, and would work to hide the remote file system
latency. A current research topic which has been receiving some attention seeks to determine
how to use these burst buffers, where to place them, how to make them transparent, etc. [20]

Bent et al. [4] argue that the intermediate I/O nodes are the best place for burst buffers, since
this choice allows to pipeline computation with data movement to servers. The same approach
is evaluated by Liu et al. [58] through simulation.

The graph from Figure 7(c) presents the number of publications studying hybrid storage
solutions per year. We can see this is a recent trend, as we have not found surveyed papers on
this subject before 2012.

4.4 I/O Scheduling

It is usual for large HPC architectures to dedicate a set of nodes for storage, with a PFS deploy-
ment. This file system will be concurrently accessed by all applications running in the machine.
In this situation, applications performance may be impaired, in a phenomenon called “interfer-
ence”. I/O scheduling techniques are applied to alleviate interference effects by coordinating
request processing. This coordination can work at different levels of the I/O stack.

Dai et al. [17] propose a client-side I/O scheduling approach. They focus on avoiding strag-
glers – data servers which are slower than the others due to software bugs or interference effects.
Write requests are redirected to other data servers to improve performance, and data can be
later moved to the right server according to the data striping schema in place. Zhang and Jiang
[119] identify portions of data which are causing interference during concurrent accesses. These
portions are then replicated to other servers to decrease the concurrency.

Dorier, Antoniu, and Ross [23] propose a client-side cross-application coordination strat-
egy. They use information about applications access patterns to dynamically decide between
three scheduling strategies, seeking to optimize a given metric. Lofstead et al. [62] propose an
adaptive I/O method, implemented in their ADIOS middleware, which monitors the file system
performance and balances the workload accordingly.

Liu, Chen, and Zhuang [57] propose a server-side hierarchical scheduling algorithm for two-
phase collective I/O. They focus on the “shuffle” phase, when data is moved between processing
nodes. This phase is not synchronous, i.e., each aggregator passes data to other nodes as soon
as it is available. They propose that the servers prioritize aggregators with higher shuffle cost
in order to provide better overall performance.

Zhang, Davis, and Jiang [116] propose an approach named IOrchestrator to the PVFS parallel
file system. Their idea is to synchronize all data servers to serve only one application during a
given period. This decision is made through a model considering the cost of this synchronization
and the benefits of this dedicated service. The same authors adapt their approach to provide
QoS support for end users [118]. Through a QoS performance interface, requirements can be
defined in terms of execution time (deadline). Applications need a profiling execution, where
the proposed mechanism obtains the application access pattern. A machine learning technique
is used to translate the provided deadline to requirements in bandwidth from the file system.

Song et al. [95] propose a server coordination scheme that also aims at serving one application
at a time. They implemented a window-wide coordination strategy where requests are separated
in time windows ordered by application ID, and the different windows must be processed in order
to avoid starvation.

Vishwanath et al. [103] evaluate performance of the I/O forwarding layer of an IBM Blue
Gene/P, and apply a simple First Come First Served (FCFS) scheduling algorithm. Ohta et
al. [74] take it further by including a handle-based round-robin scheduling algorithm. A data
layout aware scheduler for the I/O forwarding layer is proposed by Xu et al. [110] to provide
proportional sharing between applications.
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4.5 Other Techniques

When multiple processes generate requests to the remote file system from the same node, there
may be contention in the access to memory and network resources. Dorier et al. [24] propose
an approach named Damaris that dedicates cores from SMP nodes for I/O. Processes assign
their I/O operations to Damaris through a simple API, and data is kept in main memory until
the I/O thread uses routines provided by the application itself to actually perform I/O to the
parallel file system.

Dong et al. [22] propose a load balancing scheme for PFS data servers. Inadequate striping
size (that does not reflect the applications characteristics), small files, and heterogeneous servers
are the main causes for load imbalance at the servers, which may result in poor performance.
They employ an agent on each server to monitor load and make decisions about data migrations.
Another load balancing approach is proposed by Ou et al. [79]. Their approach focuses on
SSDs, taking their characteristics into consideration to perform wear leveling while avoiding
write amplification.

Qian et al. [85] present a performance model to estimate Lustre I/O latency and a distributed
dynamic congestion I/O mechanism. The mechanism defines the number of I/O requests in
flight for each client, based on the servers load. Through this approach, clients performance is
improved during light load periods, while the number of re-transmits is decreased during heavy
load periods.

Some applications and libraries perform data compression to decrease the amount of data to
be accessed in the remote PFS. Jenkins et al. [40] propose an approach that adapts to different
precision needs. A parallel data compression approach for I/O libraries is presented by Bicer,
Yin, and Agrawal [6]. The approach presented by Filgueira et al. [27] determines, through
heuristics, when it is advantageous to use compression. It also allows for only parts of the file to
be decompressed when necessary. Schendel et al. [88] present a framework for overlapping I/O
operations and data compression.

Active storage is a technique where servers are equipped to perform some simple operations
over data they store. For instance, if clients are interested in reading an array from the file
system to calculate the average of its values, through active storage they could obtain the
average directly from the system, decreasing the amount of transferred data and leveraging the
servers processing power. This concept is related to the near-data processing (NDP) trend,
which tries to avoid data movement impacts on performance, power efficiency, and reliability
[2]. The active storage approach is discussed by Piernas-Canovas and Nieplocha [83]. Son et al.
[92] discuss how active storage can be implemented in parallel file systems without information
about data layout and striping.

An approach to leverage GPU processing power for the PFS client functions is presented by
Al-Kiswany, Gharaibeh, and Ripeanu [1]. They use the GPU to compute hash functions, detect
block boundaries and calculate blocks hash.

To guarantee consistency under concurrent access, MPI-IO implementations usually employ
locking. This approach may present poor performance under a high level of concurrency. Tran
et al. [101] propose a versioning approach to provide atomicity with better performance.

I/O performance depends on the different I/O stack levels and their complicated interaction.
For this reason, it is often difficult for applications developers and users to configure systems
for better performance. Behzad et al. [3] present an auto-tuning system for HDF5 applications,
which selects parameters and hints at runtime.

Jung et al. [41] propose a flash array that is not based on SSDs. Their proposal achieves
performance while not suffering from contention problems typical of SSD arrays. This is done
through autonomic link and storage contention management, which includes changing the data
layout to avoid contention on flash modules.

An approach for automatic layout configuration is proposed by Song et al. [94]. The approach
consists of dividing a large file into multiple segments and adopting different layout configurations
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Figure 8: Surveyed data on optimizations - required modifications and how generic proposed
techniques are

for each segment according to the observed access pattern. The same authors present a model
to estimate data access cost of different data layout policies [93]. Another automatic data
placement approach is proposed by Yin et al. [113], through a data replication scheme that
reorganizes data according to access patterns.

4.6 Surveyed Data

We have presented techniques used to improve parallel I/O performance in the HPC context.
As previously discussed, data access optimizations are typically done on the client side, while
metadata access optimizations happen mostly on the server side. The graphs from Figure 8
further characterize these optimizations. Figure 8(b) and 8(d) show the levels where proposed
techniques (for data and metadata access optimization, respectively) require modifications. Sim-
ilarly to other presented graphs, they are not mutually exclusive, in the sense the same technique
could require modifications to the I/O library and to the file system, for example. We can see
metadata access optimizations are mostly done by modifying the file system. From
the 75 publications on data access optimization, 37 require modifications to the I/O library, 24 to
the file system, and 9 to both. The I/O library is the most popular place to implement
data access optimizations. One reason for this is accessibility to researchers, as it is often
easier to modify a user-space library than the deployed file system or I/O forwarder. Users of a
supercomputer are not usually allowed to make such changes in the system for experimentation.
Additionally, techniques including modifications to compilers are not common – only
three were found, all for caching/prefetching data access optimizations [18, 42, 81].

The graphs from Figure 8(a) and 8(c) show how generic the proposed optimization techniques
are. In the context of this survey, saying a solution is library or file system specific means it
only makes sense in the context of the library or file system where it was implemented. For
instance, an improvement to how Lustre handles metadata operations is file system specific,
an improvement to ROMIO collective operations is library specific. It is important to notice a
technique can be both library specific and file system specific, but it can only be generic if not
specific to any level of the I/O stack. We can see most proposed techniques are generic.
For specific solutions, data access optimizations are mostly specific to the I/O library, while
metadata optimizations are more often specific to the file system. These facts make sense if
we remember where these optimizations usually take place. Moreover, one could argue being
specific to a popular I/O library such as ROMIO is close to being generic.

Figure 9 classifies the articles on data access optimizations according to the used technique.
Some publications were classified as more than one technique. For instance, a paper could
propose a data placement technique considering hybrid storage solutions, and thus it would
count to both. Nonetheless, the last bar – “None of the listed” – gives only the number of
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Figure 9: Surveyed publications on data access optimization techniques

publications where none of the listed techniques were used.
The most common technique among the surveyed papers is caching/prefetching. Figure 10(a),

10(b), and 10(c) present information on publications that discuss this technique. The first graph
says if these techniques are generic or specific to a file system or I/O library, the second shows
where they take place, and the last shows where these techniques require modifications. The
“Other” column in Figure 10(c) includes the three surveyed papers for caching/prefetching with
modifications in the compiler. We can see caching/prefetching happens usually on the
client side and most of these techniques are generic. The I/O library is the most usual
place for this optimization, but many other implementations are possible.

Similarly, Figure 10(d), 10(e), and 10(f) present surveyed information on publications using
the requests aggregation, reordering, and collective I/O techniques (23 papers fall in at least
one of the three categories). These numbers demonstrate requests aggregation, reordering,
and collective I/O are client-side techniques typically implemented in the I/O li-
brary. The fact that most of these research efforts are library specific is due to the technique
implementation depending on data representation and on the way processes generate requests.

A different situation can be observed in the graphs from Figure 10(g), 10(h), and 10(i),
which present information on I/O scheduling publications. I/O scheduling can take place on
the client or server side, being implemented in the I/O library, in the file system, or even in the
application.

4.7 Discussion

This section has discussed techniques to improve parallel I/O performance. Most of the surveyed
publications focus on data access rather than metadata, and thus these data access optimization
publications were classified according to the applied techniques.

Papers on metadata access optimization usually propose new distribution or consistency
strategies. Reliability is also a concern, since losing metadata may incur in losing the associated
data. Another motivation comes from situations where applications handle a large number of
small files since the concurrency on metadata servers increases and metadata operations cost
becomes more important.

Many techniques work to aggregate and reorder requests, since access sequentiality can be
important for performance. Moreover, reordering may be performed to avoid having a large
number of clients accessing the same data servers concurrently or competing by the same stripes.
The most usual optimization technique that performs aggregation and reordering is the use
of collective operations. Despite being used for many years (two-phase I/O was introduced
to ROMIO in the 90s), several papers propose new collective approaches or improvements to
existing ones. Nonetheless, these publications are mostly from the beginning of our time window,
suggesting this research topic is not as popular now as it used to be.
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Figure 10: Surveyed data on caching/prefetching, requests aggregation, reordering, collective
I/O, and I/O scheduling - place, required modifications and how generic proposed techniques
are

Caching is a typical solution to hide latency in all levels of the I/O stack. The prefetch-
ing technique usually requires an access pattern extraction strategy to get information from
applications.

A recent trend is the use of non-volatile technologies together with hard disks, forming hybrid
storage solutions. Researchers are working to integrate these new devices into the I/O stack,
as they decrease the conceptual distance between memory and storage. SSDs may be used on
the file system servers as a cache for the HDDs, or to store data that is most frequently used
or most expensive to access. Moreover, burst buffers can be used on processing nodes or on
intermediate I/O nodes to allow data movement pipelining. All surveyed publications on this
subject are from 2012 or newer.

Other techniques to improve data access performance include I/O scheduling, dedicating
cores from an SMP node to perform I/O on behalf of the others, load balancing and data
placement guided by access patterns, data compression to decrease the amount of data being
accessed, and leveraging processing power at the data servers to perform operations on data they
store (active storage). Both surveyed publications on active storage are from 2010, suggesting
this research subject is no longer as active as before. On the other hand, publications on data
compression are mostly recent.

5 Applications Characterization and Performance Modeling

Several techniques to improve parallel I/O performance need information about the applications
access patterns. Prefetching techniques and cache substitution policies are common examples.
Other source of information to optimization techniques is the use of models to represent and pre-
dict performance behavior. Models abstract systems, and techniques can explore their parameter
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Figure 11: Surveyed data on access pattern extraction - where and when these techniques take
place

space to optimize given objectives – e.g., performance, resource utilization, load balancing, etc.
Section 5.1 discusses techniques to obtain information about parallel applications accesses.

Section 5.2 presents publications on performance modeling. Both sections illustrate their discus-
sions by presenting surveyed data. In Section 5.3, we summarize the discussion of this subject.

5.1 Access Pattern Extraction

From the surveyed articles, 30 (29%) discuss techniques to obtain information about the appli-
cations access patterns. The graph from Figure 11(a) shows when these techniques take place.
The three bars are mutually exclusive, and the “both” option represents hybrid approaches
where some information is gathered after the application execution (postmortem), but a part
of the detection is still done at runtime. Both postmortem and runtime approaches are
popular. Nonetheless, hybrid approaches publications are less common.

At runtime, techniques can typically only use information from past accesses. A complete
analysis could be conducted after the application execution. Moreover, postmortem techniques
do not have time constraints as tight as runtime techniques, since the latter are usually required
to provide decisions to optimization techniques as fast as possible. Runtime techniques efficiency
is important in order to avoid imposing overhead on the system. On the other hand, postmortem
techniques are only adequate for workloads that will be observed multiple times, otherwise, the
obtained information will not be useful. If this information is used for a data access opti-
mization technique, performance improvements will only be possible in future executions of the
applications, as “profiling” executions will be required.

The graph from Figure 11(b) shows where the proposed techniques are applied – client side,
server side, or with parts on both sides (these options are also mutually exclusive). Most of
the access pattern extraction approaches work on the client side. The client side is
where most information is available, since parallel file system servers are typically stateless and
most high-level information is lost through the I/O stack. Server-side techniques are typically
proposed to feed server-side optimizations.

Access pattern extraction techniques which work at runtime are discussed in Section 5.1.1,
hybrid solutions in Section 5.1.2, and postmortem in Section 5.1.3.

5.1.1 Runtime detection

Dorier et al. [25] propose a grammar-based approach called Omnisc’IO. Their mechanism, in-
tegrated into POSIX and ROMIO to observe I/O calls, is adequate for applications that work
on timesteps or perform regular checkpoints. In a few I/O phases, Omnisc’IO is able to build a
grammar that predicts future accesses with good accuracy. It does so by tracking request size,
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Figure 12: Surveyed data on access pattern extraction techniques that work at runtime or
postmortem - where they take place and to which levels they require modifications

offsets and inter-arrival times.
The approach proposed by Tang et al. [97] periodically analyzes past accesses and applies

a rules library to predict future accesses (for prefetching). They collect spatiality information
about read requests from the MPI-IO library.

It is usual for these techniques to benefit from the information available in I/O libraries. Ge,
Feng, and Sun [29] collect information from the MPI-IO library: operation (write, read, seek,
open, or close), data size, spatiality (contiguous or strided), if operations are collective, and if
operations are synchronous. Liu, Chen, and Zhuang [57] also collect from MPI-IO the number of
processes, the number of aggregators (of collective operations), and binding between nodes and
processes. Lu et al. [65] use the offsets accessed by each process during collective operations.
The processes’ access spatiality is also obtained from MPI-IO in the approach proposed by Song
et al. [93]. Similarly, He, Sun, and Thakur [32] present an approach to collect I/O information
from the PnetCDF library. Semantic data access information is obtained by collecting high-level
variables.

All the discussed techniques so far work on the client side. As previously discussed, that is
where information is more easily obtained from I/O libraries, applications, etc.

Zou, Zhu, and Feng [125] have analyzed traces from a large Lustre deployment and propose
a new stochastic model to adequately predict I/O arrival rate. Dong et al. [22] use a time series
model to estimate file system servers’ load. The approach by Zhang, Davis, and Jiang [116]
applies a “reuse distance”, defined as the time difference between consecutive requests from the
same application at the servers.

The graphs from Figure 12(a) and 12(b) present information on access pattern extraction
at runtime. The first graph shows where these techniques take place and the second shows to
what levels modifications are required. In the latter, options are not mutually exclusive, as a
technique may require modifications at multiple levels. Most runtime techniques work on
the client side and require modifications in the I/O library.

5.1.2 Hybrid runtime + postmortem approaches

Yin et al. [112] propose IOSIG, a tool that generates applications traces and performs post-
mortem analysis to describe their access patterns according to spatiality, request size, time
between requests, and operation (read or write). An application is described by a sequence of
different access patterns, as its behavior may change throughout its execution. They propose
prefetching and data layout optimizations guided by access patterns, which are identified at
runtime with previously obtained information. A similar technique is used by Zhang, Davis,
and Jiang [118], where a profiling execution is required to detect applications access patterns
regarding the portion of time used for I/O, average request size and average offset difference
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between requests. At runtime, a machine learning technique is used to translate a given deadline
requirement in bandwidth, according to the profiled access pattern and information from the
file system.

The approach proposed by Patrick et al. [81] relies on hints placed in the source code by
the application developer and captured by the compiler. He et al. [33] propose an approach
to improve read operations with the PLFS library. Information from trace files – generated
while writing data – is used to reconstruct the high-level data structures used by the application
(through MPI-IO or HDF5). The knowledge of the data structures allows for better metadata
representation and data prefetching.

5.1.3 Postmortem analysis

Liu et al. [59] gather information from server-side traces generated by their target architecture.
The traces, which contain the system throughput measured every two seconds, are noisy from
interference caused by concurrent applications. By gathering multiple traces from different
executions of the same application, they are able to filter the interference and determine its I/O
requirements throughout its execution.

In the approach proposed by Yin et al. [113], the MPI-IO library was modified to generate
traces detailing, to each file operation, MPI rank and process identifier, file identifier, offset inside
the file, request size, operation (read or write), starting time, and end time. This information is
later used to guide data replication. He et al. [34] use the IOSIG tool to capture trace information
from an application. Data access costs are then calculated for each file region and results are
stored in a region table, which is used to optimize future executions of the application. Similarly,
Song et al. [94] collect traces to identify the number of requests and their size to each file region.
This information is later used to compute an optimal stripe size for each part of the file. Zhang
and Jiang [119] use client-side traces and a simulator to detect file portions which are related to
interference, and then replicate these portions to avoid it.

Kandemir et al. [43] automatically instrument applications to delay I/O operations in order
to measure the effect of this delay in final performance. Obtained information is then used to
prioritize more “urgent” operations.

The technique presented by Logan et al. [64] differs from the previously discussed publica-
tions because they do not aim at providing information to guide optimizations. They obtain
information from the XML file provided by applications to the ADIOS library and use it to
build “I/O skeletal applications”, which mimic the original application’s I/O behavior. There-
fore their tool automatically creates I/O kernels from applications. Moreover, they also provide
tools for I/O performance evaluation.

Similarly, Sigovan et al. [91] present a general method for extracting and visualizing network
performance metrics from I/O trace data collected on HPC platforms. Their visualization
approach consists of representing each layer as a concentric ring, and communications between
layers as connections between the rings. In the work by Uselton et al. [102], statistical analysis
of requests time duration, obtained from traces, allows to identify modes and moments of the
distribution of I/O times, revealing I/O behavior of applications and potential bottlenecks.

Carns et al. [9] showcase the Darshan profiling tool. They evaluate the I/O performance of
a large architecture through two months. Darshan instruments POSIX, MPI-IO, HDF5, and
PnetCDF libraries, providing data for a wide range of applications. Liu et al. [58] use Darshan
to characterize target applications I/O behaviors.

The graphs from Figure 12(c) and 12(d) show information on postmortem access pattern
characterization. Among them, six works aim at providing information to optimization tech-
niques, while the others provide methods for applications evaluation. The first graph shows
where these techniques take place and the second graph shows what modifications they require.
Most techniques work on the client side. Almost all of them require modifications
to the I/O library (ten out of twelve).
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5.2 Performance Modeling

Among the surveyed papers, 16 (15%) use performance models. Most of them (14) use
a model of the system to drive optimization decisions. The only exceptions are the
papers by Xie et al. [107] and Zhang et al. [122]. Xie et al. [107] focus on characterizing the
storage performance on a large-scale machine. A model is used in their work to estimate the
capability of a storage system to absorb the output of multiple parallel processes. The work
by Zhang et al. [122] evaluates the capability of large-scale computers in the context of parallel
scripting applications. They present a model to estimate read and write times for data and
metadata-bound workloads.

Natvig, Elster, and Meyer [72] use analytical models to estimate the performance of opera-
tions and evaluate the benefits of collective I/O. Their models account for both network and file
system costs, considering also the problem size and the number of nodes in the system. A similar
approach is adopted by Piernas-Canovas and Nieplocha [83]. They use an analytical model to
identify when applications can take advantage of active storage. Parameters considered in their
model include processing speed on compute and storage nodes, maximum network and single-
link bandwidth, and disk read/write rate. Schendel et al. [88] propose a theoretical performance
model to be used by the ISOBAR framework to make decisions about data compression.

A model-driven data layout scheme is proposed by Song et al. [94]. The proposed analytical
model is used to estimate data access costs to each segment of the file and tune striping. I/O
time is computed considering servers startup time (i.e., disk seek and software overhead), stripe
size, request size, the number of storage nodes, and storage device transfer time. This model is
extended by He et al. [34] to evaluate I/O performance improvements in hybrid environments
through the placement of specific file segments on faster servers.

Data placement decisions are also guided by analytical models in the work by Yin et al. [113].
Cost models for three data layout policies are proposed, considering the number of processing
and storage nodes, request size, network connection time, network bandwidth, the startup time
of one disk I/O operation, time to read/write one unit of data, and the number of storage groups
in a 2-D layout.

In the work by Dong et al. [22], an autoregressive (AR) time series model is used to predict
the load of storage nodes. The prediction model is built online in each storage node with load
information from local and remote nodes. Model estimates are used to guide the data migration
process. Prabhakar et al. [84] use a regression model to estimate per application I/O latency.

Liu et al. [58] integrate an analytical model of burst buffers in the CODES storage system
simulator in order to investigate the performance impact of adopting them in the storage in-
frastructure. Burst buffers data access costs are modeled with device throughput and latency.
Rajachandrasekar et al. [86] use a model to estimate throughput of their user-space file system
CRUISE, which stores data in main memory and transparently flushes to other persistent stor-
age. Their model considers spill-out to SSDs and considers parameters such as the amount of
data and throughput of main memory and SSD.

Machine learning techniques are used by Kumar et al. [47] to tune parameters of the PIDX
I/O library. A tree-based modeling approach was chosen because it presented better accuracy
results, and also because such models provide understandable information about the prediction
process. Among the evaluated tunable parameters are the number of aggregators, the aggrega-
tion factor, the number of files, and whether or not restructuring is used. Lakshminarasimhan
et al. [52] apply a network-based performance model to estimate indexing, aggregation and I/O
times for DIRAQ, a parallel in situ output data indexing and compression technique.

Qian et al. [85] present a performance model to the Lustre file system. The model considers
the depth of the server I/O queue, the number of I/O requests in flight, the number of I/O
active clients, and operations rate at the server. The proposed model is used to guide a dynamic
I/O congestion control mechanism.
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5.3 Discussion

This section has discussed two aspects of parallel I/O publications: access pattern extraction
and performance modeling, both typically used to guide techniques to improve parallel I/O
performance. Additionally, six (out of 30) surveyed publications on access pattern extraction
did not use information to guide optimizations but focused on methodologies to evaluate and
profile applications I/O performance.

Access pattern extraction techniques can work at runtime, after the applications execution
(postmortem), or through a hybrid solution with a combination of the two. Surveyed publica-
tions are divided evenly among runtime and postmortem, and hybrid solutions are less common.
Moreover, most proposed techniques work at client side by modifying the I/O library. Client-
side runtime techniques typically obtain information from the I/O library, where it is possible
to gather requests details such as operation type, size, and spatiality; and sometimes processes
information such as the number of processes, the number of aggregators, and binding between
processes and machines. Server-side runtime techniques, on the other hand, have little informa-
tion and are able to gather, for instance, operations arrival rate and current file system load.
Postmortem techniques work mostly with traces: 14 surveyed publications use them, 9 for post-
mortem analysis and 5 for hybrid solutions. In addition to other information available at I/O
libraries, traces provide file system access times, which allow for deriving elaborate information
like file regions access cost.

14 of the surveyed papers (14%) of the surveyed papers propose optimizations based on
prediction models. It is worth noticing the trade-off between models accuracy and usefulness,
as although many relevant factors could be considered, a wide range of factors may turn models
unfeasible for online techniques. The next section is the last part of this survey and presents prac-
tical aspects of parallel I/O research for HPC, identifying general characteristics of researchers
and publications.

6 Practical Aspects of Parallel I/O Research

Most published contributions to the parallel I/O field come from universities or
research institutions, as from the surveyed publications only 14 (13%) of them had authors
from a company. Among these, nine were collaborations among a company and a university or
laboratory. The companies with more publications are EMC Corporation and IBM, with three
papers each, followed by Intel, with two.

Table 2: Number of surveyed publications per country
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Table 2 shows the number of publications per country. The numbers do not add up to 103
because a paper can be authored by institutions from multiple countries. This is the case of 22
(21%) of them. From these, most of them (18) are co-authored by an institution from the United
States of America. Additionally, no surveyed publication was the subject of a collaboration
between more than two countries.

It is clear the USA are involved in most of the surveyed publications (90, 87%). The
most active USA state on parallel I/O research during the considered time window
was Illinois, with 46 papers, followed by California and New Mexico, with 19 publications each.
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Figure 13: Scale of the surveyed experiments - in general and among publications from the USA

One of the main reasons for Illinois’ prominent position is the Argonne National Laboratory7,
which was involved in 35 publications, being the institution with the most productions.

In addition to the USA leadership position in the field, another thing to be noticed from
the presented numbers is the fact that most surveyed research come from developed countries
which make large investments on research. One reason for this is that parallel I/O in the high
performance computing context makes more sense for countries with large scientific research
centers. Moreover, as researchers argue about techniques at exascale, it is important they have
access to large-scale architectures to perform experiments and collect data.

The graphs from Figure 13 present information on the scale of surveyed experiments. Their
x axes represent the number of machines involved in the experiments8: tens, hundreds, thou-
sands, tens of thousands, or hundreds of thousands of nodes. The y axes give the number of
articles considered in this study. Since only the size of the largest presented experiment of each
publication is taken, there is no overlap between the different bars from each graph.

The first graph (Figure 13(a)) presents the general distribution of experiments scale. We can
see most publications included experiments conducted on hundreds of nodes or more.
A similar behavior is observed in the second graph (Figure 13(b)), that shows scale of experi-
ments among papers proposing data or metadata access optimization techniques. Nonetheless,
most experiments for access pattern extraction techniques - presented in Figure 13(c) - were
conducted on small scale (tens of nodes).

In parallel I/O publications, large-scale machines are not only useful to conduct experiments
to validate new ideas, but evaluations of them are also sometimes contributions to the field.
This happens because there is interest and curiosity on how things work on extreme scale, and
not every researcher has access to supercomputers. Among the surveyed publications, over a
third mentioned the use of famous Top500 machines. Four of them focused on the machine’s
evaluation and lessons learned with it. These works provide insights on how “real life” parallel
I/O looks like.

Simulation is an alternative for when researchers do not have access to a large-scale machine.
Even when access is possible, researchers are often not allowed to make deep modifications to
the system, or the modifications would be too time consuming and thus it is important to be
sure they are advantageous before proceeding with them. Despite being widely used in fields
such as microprocessors design and memory hierarchy, simulators are not usual among
parallel I/O publications. From the surveyed papers, only seven of them use simulation:
three for validating data access optimization techniques, two for validating metadata access
optimizations, and two propose new simulators. Liu et al. [60] present PFSSim, a parallel file
system simulator inspired on PVFS. They provide an interface for implementing I/O scheduling

7http://www.anl.gov/
8We have taken the number of machines used for the experiment, not the total size of the used cluster.
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algorithms, and “proxy” nodes which can be modeled to reflect an I/O forwarding scheme. Costa
et al. [16] propose a queue-based simulation model composed of three elements: a centralized
metadata server, multiple data servers and clients. Their simulator parameters are collected
through tracing and monitoring of actual workloads and environments.

In addition to the machine’s size, another important concern when designing experiments
is making sure results are statistically sound. Noise can happen at the many different levels
of the I/O stack, and cause parallel I/O experiments to present a high variability. Therefore,
experiments are usually repeated multiple times in order to account for this noise. Among the 97
articles presenting experimental results, only 29 (30%) of them9 presented some statistics-related
methodology information such as the number of repetitions, standard deviation, confidence
interval, or variability. Most of them do not report a formal experimental design. These research
efforts do not appear to handle experiments variability, and this is an issue because it could
compromise how valid these publications’ results are and their reproducibility.

One main reason for this somewhat common practice may be related to the cost of the exper-
iments. More replications for each evaluated scenario means more time consumed, making this
approach prohibitive sometimes. The problem is in fact inherent to the I/O field, as data access
experiments tend to be time-consuming. We believe adequate experimental designs, considering
constraints inherent to experiments in computing environments, should be researched.

7 Conclusion

Parallel I/O has been an important topic in the high performance computing community for
decades, motivated by the everlasting gap between processing and data access speeds and by
increases in HPC architectures’ scale and thus in applications’ I/O requirements. As the HPC
community works towards the exascale era, I/O remains a central issue. This article has pre-
sented a comprehensive survey on parallel I/O in the HPC context, aiming at both providing
basic concepts and identifying the field’s main current and future research topics. To do that, we
have discussed five years of papers from some of the most important conferences and journals.

One of the first questions that arise is “has the amount of research effort put in the field
grown in the past few years?”. We have not observed a consistent increase in the volume of
publications over the considered five years. This is the case because parallel I/O has been an
issue for many years, as HPC advanced towards petascale.

As a mature research field, the parallel I/O community has well known and established tools
regarding experimental and production environments. We have shown Lustre and PVFS are
the most used parallel file systems (PVFS for research mostly), and MPI-IO is the most used
I/O library. Nonetheless, the field still lacks standardization when it comes to benchmarking.
A standard set of benchmarks and applications – as the role played by the NAS parallel bench-
marks in other fields of high performance computing – would facilitate the comparison between
techniques and strengthen the presented validations. Although an effort towards standardiza-
tion was done approximately ten years ago, our surveyed data makes it clear that this effort is
still necessary, as customized benchmarks are the rule instead of the exception.

Another research aspect which requires work is parallel I/O simulation. From 97 papers
presenting experiments, only seven of them use some kind of simulation, two of those propose
new simulators. Although we can find a few simulators in the literature, it is unusual to find
papers which use them. One possible reason for this is these simulators are too specific to a given
system architecture or software, limiting its usage by other researchers. In our opinion, one of
the central issues to achieve accurate I/O simulation is accurate storage devices simulation. As
our results on practical aspects of parallel I/O research have pointed the importance of large-
scale experiments, we believe some research effort should be employed to reach high quality
parallel I/O simulation in order to facilitate new techniques’ development and validation.

9For another five papers this information was not necessary due to their experiments’ nature.
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An advantage of good and widely available simulators would be to allow I/O experiments
which are less subject to variability. Although these experiments suffer from noise in the multiple
levels of the I/O stack and hence tend to present high variability, most of the surveyed articles
did not seem to account for this variability. A statistically sound methodology is important so
findings can be reproducible and trusted.

Most of the surveyed publications proposed techniques to improve data access performance.
We have classified these techniques according to the main strategy applied by them, and shown
their representation among the whole set of publications, as well as trends during the years.
Among the most usual strategies for optimization are: collective I/O, requests aggregation and
reordering, I/O scheduling, caching and prefetching, I/O forwarding, data compression, load
balancing, active storage, and data placement.

Some of these techniques were mostly discussed in publications from the first half of the
considered time window, what suggests there is now less research activity on these topics as
before. That is the case of requests aggregation, reordering, collective I/O, and active storage.
It is possible most opportunities with these techniques for the current technologies and systems
were already explored.

We have discussed publications on hybrid storage solutions, where hard disks are still used
for permanent storage, but faster devices with lower capacity (such as SSDs) work as caches or
are used to store performance critical data. When placed at processing nodes or intermediate
I/O nodes, these faster storage devices are often called burst buffers. All publications on this
subject are from the second half of the considered time window. As new non-volatile storage
technologies become more popular, future large-scale architectures are believed to include them.
In the near future, intense research activity is expected to focus on the integration of these
devices in the I/O stack.

The HPC community has been putting some effort into decreasing systems’ energy consump-
tion. This is a central issue because, through current technologies, an exascale machine would
consume more power than what is reasonable [46, 67]. It should also be a concern for parallel
I/O researchers as, although the processing units are responsible for most of the power demand
in typical computational systems, many applications spend most of their time performing I/O
operations [11, 78]. For this reason, increasing the energy efficiency of the I/O subsystem is
also an important step to tackle the energy and power challenge. In the next few years, some
research activity is expected to focus on this issue.

New interconnection technologies for HPC allow for remove direct memory access (RDMA).
RDMA is a technique where one process can directly access other processes’ memory without
involvement of their operating systems [30]. The use of RDMA has the potential to decrease
the negative impact of communication on storage performance and is a possible topic for future
research.

We have also discussed access pattern extraction techniques, most of them focused on provid-
ing information to guide data access optimization techniques. It is clear integrating information
on access patterns into optimization techniques allows for more intelligent customized solutions
which achieve better performance. We have shown most of the proposed techniques work at
client side by interacting with the I/O library. This is a popular approach for optimizations
because at client side it is possible to obtain more information from applications, as this infor-
mation is typically lost through the I/O stack. The studied server side techniques are able to
gather only very simple information, such as I/O arrival rate. Better server-side optimizations
could be achieved by having access to more information on what happens on the application
side. We believe future parallel I/O research should focus on a better integration in the I/O
stack, so all levels have access to information which can be used to customize optimizations and
achieve the best performance.

Reformulations of the I/O stack must also keep the applications developers in mind. Working
with as little input from the user as possible and making I/O libraries easier to use is an important
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goal so parallel I/O researchers’ findings can improve the quality perceived by all HPC users.
We have discussed some techniques that work to automatically tune and adjust parameters and
calls to improve performance, and this topic is expected to continue to be of great importance
for the field.
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